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Review onQuery focused Multi-Document Summarization (QMDS) with
Comparative Analysis

PRASENJEET ROY and SUMAN KUNDU, Department of Computer Science and Engineering, Indian Institute

of Technology Jodhpur, India

The problem of query-focused multi-document summarization (QMDS) is to generate a summary from multiple source documents on
identical/similar topics based on the query submitted by the users. The paper provided a systematic review of the literature of QMDS.
The research works are classified into six major categories based on the summarization methodologies used. Different techniques used
for finding query-relevant summaries for different algorithms under each of the six major groups are reported. Further, seventeen
evaluation metrics used for evaluating algorithms for text summaries against the human-curated summaries are compiled here in this
paper. Extensive experiments are performed on 8 different data sets. Comparative results of 9 methodologies, each representing one of
the 6 different groups, are presented. Seven different evaluation metrics are used in the comparative study. It is observed that DL and
ML based QMDS methods are performing better in comparison to the other methods.

CCS Concepts: • Computing methodologies → Artificial intelligence; Natural language generation; • Information systems
→ Information retrieval query processing.
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1 INTRODUCTION

Text summarization is the process of rewriting a document in brief while maintaining its meaning. When multiple
sources of the same topic are used as input, it is called Multi-Document Summarization (MDS). There are two types
of summarization, viz., extractive and abstractive. The idea of Abstractive summarization [26, 59, 153, 208, 219]
represents the core ideas of the source document using natural language generation, whereas, extractive summarization
[81, 122, 173, 225, 226] extracts key sentences out of the source document. Summarization may also be query-specific
based on user input, referred to as Query Focused Summarization (QFS). In such cases, the summarizer tries to answer user
queries from the document by means of summarization. Similar to text summarization, QFS can also work with multiple
documents as input which is called Query-focused Multi-Document Summarization (QMDS) [76, 102, 116, 163, 186, 207].
QMDS aims to answer the user’s query taking reference from multiple source documents. It has plethora of applications
ranging from intelligent education in schools [214] to search engine technology [190], summarizing scientific documents
[182] to trending news articles [179], summarization of viral tweets [120] to biographies [230]. For example, one of
the applications of QMDS is to help the students correlate the topics from multiple sources in the innovative learning
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2

environment [214]. As multi-document summarization involves many different sources of information, it contains a
high level of redundancy. It is challenging to produce the summary in an organized manner maintaining its key aspects
from diverse views. An ideal summary needs to have a clear structure, maintaining a gradual transition from the outline
of the content to more specific themes. The summary should be coherent, complete, and relevant to the query.

Fig. 1. Plot of number of papers published in MDS and QMDS over the years (Source: Semantic Scholar [53])

Growth in solutions development for MDS and QMDS has been observed in the last two decades. It is evident
from the number of publications (Fig. 1). We can infer from the graph that QMDS also has a slightly increas-
ing trend of interest. QMDS was first introduced by Carbonell and Goldstein [23] in 1998. In that seminal work,
they introduced Maximal Marginal Relevance (MMR), a ranking method that balances query relevance and nov-
elty of information. That is, it reduces redundancy between the documents. The document would have a higher
marginal relevance when relevant to the query and different from already selected documents. MMR is defined as:
argmax𝐷𝑖 ∈𝑅\𝑆

[
𝜆 (Sim1 (𝐷𝑖 , 𝑄)) − (1 − 𝜆)

(
max𝐷 𝑗 ∈𝑆 Sim2

(
𝐷𝑖 , 𝐷 𝑗

) )]
, where 𝐷𝑖 , 𝐷 𝑗 are the documents, Sim1 and Sim2

are similarity measures (could be same or different); Q, 𝜆, R and S represents the query, diversification constant, ranked
list of documents and set of selected documents already retrieved in R respectively. Research on QMDS gained its
momentum [67, 70, 77, 111, 171, 175, 202, 203, 215] after the release of DUC 2005 dataset on news articles. QMDS is
also used for summarizing abstracts of dissertations [88], biographies [230], & question-answers [140] etc..

Text summarization has a rich literature; hence, over the years, there has been a lot of surveys published in this area
[42, 43, 55, 60, 66, 78, 143, 183, 192]. Also surveys on XML document summarization [44], documents in Indian regional
languages [40, 181], scientific document summarization [96], manifold based techniques [56] and deep-learning-based
summarization [127] are available in the literature. There are many surveys on extractive summarization [4, 139],
abstractive summarization [85, 138, 159, 164] as well as hybrid summarization [90]. However, all these surveys are on
single document text summarization. Similarly, many surveys have been published for MDS [84, 95, 136, 158, 177, 191]
in the last decades, including applications specific surveys on MDS [11, 126, 129, 211]. In 2015, Rahman and Borah [162]
proposed a survey on QFS; however, no systematic review has been published on QMDS to the best of our knowledge.
This motivates us to classify the literature of QMDS with their comparative analysis systematically. In addition to
the survey on the methodologies of QMDS, we also enlisted different evaluation metrics used in text summarization
problems, including QFS, MDS, QMDS, etc. In the current study, we divided all the methodologies into six groups based
on their working principle. The comparative analysis of six methodologies, one from each said group on different
Manuscript submitted to ACM
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datasets, is performed. We used seven different comparative indexes while comparing the performance of these methods.
The contributions of this paper can be summarized as:

(1) We classified the literature of QMDS into six groups based on similarities in their text summarization techniques.
We also enlisted the query relevancy methodologies used therein.

(2) A detailed comparative study between these groups have been conducted over eight benchmark QMDS datasets
using the representative method from each group.

(3) We have compiled seventeen different metrics used for evaluating text summarization. Seven widely used
metrics are considered here for the comparative study.

The paper is organized under the following sections. Section 2 reports the recent developments in MDS. Section 3
describes the classification of different QMDS models based on their methodology. Sections 4 and 5 enlists the evaluation
metrics and data sets respectively that can be used in the QMDS research. Section 6 reports the comparative study
of six groups (using representative methodologies) performed over 8 data sets. Section 7.1 discusses the challenges
and future research directions in QMDS. Finally, Section 7 concludes the survey. Table 1 shows the abbreviations used
throughout the paper for readers reference.

Table 1. Table of Abbreviations Used

Abbr. Description Abbr. Description
SDS Single Document Summarization BIR Biased Information Richness
MMR Maximal Marginal Relevance NER Named Entity Recognition

BIN Biased Information Novelty TF-IDF
Term Frequency-
Inverse Document Frequency

2 MULTI-DOCUMENT SUMMARIZATION

There has been massive growth (Fig 1) in the development of solutions for MDS in recent years. Although our primary
focus is on QMDS, we discuss briefly the latest developments in MDS considering QMDS is a special case of MDS.
Adapting SDS models into MDS carry lots of challenges, such as a larger search space of MDS with limited training data
and higher information redundancy in similar documents. In order to solve such issues, ‘RL-MMR’ [128] uses MMR with
guided RL using soft attention for removing redundancy. This way, they generate an extractive summary; however, they
lack coherency in the summary. A high-quality summary possesses three essential objectives: importance, redundancy,
and length. ‘PoBRL’ [184] optimize these objectives simultaneously by decoupling them into smaller sub-problems
each solved using RL. Similar to RL-MMR, they also used MMR to navigate through the overlapping sentence space of
multi-documents. Language-independent statistical learning models are proposed by [13, 87]. The latter also introduced
six new features for identifying sentence overlapping and similarity. However, these methods fail to acknowledge the
semantic representations of documents. In contrast to this, [199] used a spectral unsupervised MDS where the model
uses the affinity matrix generated from document clusters to extract the significant sentences from multi-documents. In
the case of a large number of documents, it is computationally heavy to handle the length of the input. It is solved [180]
by clustering the documents into disjoint sets and extracting a central representative for each cluster. Li and Zhuge
[115] used semantic link networks such as cause-effect and purpose to capture the concepts and events in the input
documents. In contrast to this, [3, 222], uses an unsupervised method that converts the documents into a sentence graph
and then multi-sentence compression (MSC) [52] to fuse the extractive language units (ELUs) in clusters containing
similar core and peripheral articles.

Manuscript submitted to ACM
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4

Many researches showed that pre-trained models fine-tuned for SDS can also be used for MDS, e.g., ensemble of
single document encoder-decoder is used in [74, 79] to predict the word probabilities based on each document for MDS
problem. On the contrary, ‘PRIMER’ [205], an extension of SDS model ‘PEGASUS’ [219] merge multiple documents
into single document and use LED model [9] for training. They proposed ‘Entity Pyramid Masking’ for task-oriented
pre-training with the Gap Sentence Generation objective. In contrast, [45] proposed a self-supervised method where it
trained a supervised model by selecting one of the review documents as the target summary and the remaining ones as
the input. In self-supervised settings, hallucinations are more likely due to noise in the training instances. In order
to solve this issue, they came up with control tokens that represents the sentiment scores and entities. Similarly, to
generate more factual narrative summaries in medical RCTs, [197] train a pipeline model identifying the ‘punchline’
sentences in the input documents. The majority of previous works focused on improving the document representation
in the encoder module. In contrast, [155] focused on the decoder module and proposed an attention mechanism based
on Determinantal Point Processes [17]. The model can be integrated with any sequence-to-sequence models, from
RNNs to transformers, to tackle noisy and longer documents.

We discussed how graphs and encoder-decoder models solve the MDS separately. Recent researches shows that
the combination of graphs and pre-trained encoder-decoder models are not only scalable to longer input documents
but also process auxiliary additional graphical representations derived from multi-document clusters. Li et al. [113]
proposed the first abstractive MDS model that leverages explicit graph representation to process the multi-documents.
They incorporated a hierarchical graph-informed attention mechanism to capture cross-document relations in the
encoding stage. In [152], dual-encoder i.e., a combination of text encoder and graph encoder is used with pre-trained
BART [108]. Frequently appearing entities and their mentions can be significant in making the summary concise and
coherent. ‘EMSum’ [229], an entity aware summarization model, augments transformer models with heterogeneous
graph for capturing the cross-document information. They incorporated graph attention networks to capture the flow
of information between the nodes. Simply concatenating multi-documents into a flat sequence loses the hierarchical
structure of the document clusters. Hence, [80] treats documents, sentences, and words at three granular levels in a
hierarchical multi-granularity interaction network. The proposed model could produce both extractive and abstractive
summarization. However, this may lead to a loss of fine-grained interaction between the features. On the other hand,
multi-documents are viewed as heterogeneous graphs at different granularities in [34]. It uses a graph-to-sequence
framework for generating summaries. In order to distill salient information from multi-documents, they jointly optimize
a neural topic model (NTM) and an abstractive summarizer to incorporate latent topics in the summary generation. In
contrast, ‘SgSum’ [25] models MDS as a sub-graph selection problem; the input is in the form of relation graphs and
their candidate summaries as sub-graphs.

Task-oriented pre-training helps in refining the pre-train setup that closely resembles the downstream task. In [201],
a combination of task-agnostic pre-trained language models and task-specific priors improved the performance in
low-resource settings. This boosts the performance by filtering out task-irrelevant patterns and enhancing task-specific
information during fine-tuning. As opposed to this, [141] incorporated entity-level content planning as a pre-training
objective into PEGASUS for summary generation and content-level planning. They created an augmented target
summary by prepending the entity chain in summary that could control hallucinations in an abstractive summary. In
[232], three pre-training objectives sentence reordering, next sentence generation, and masked document generation
are used to train sequence-to-sequence models for abstractive summarization on unlabeled texts. Although task-specific
pre-training help in sentence selection in extractive datasets, it does not reflect much improvement on abstractive
datasets [172].
Manuscript submitted to ACM
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3 CLASSIFICATION OF QMDS METHODOLOGIES

We have classified the QMDS methodologies into six different primary groups and a few subgroups as shown in Fig. 2
based on their approaches. In this section, we describe these groups in detail.

Fig. 2. Methodology based classification of QMDS models

3.1 Semantic analysis based methods

The semantic analysis defines how different syntactic structures such as phrases, sentences, or documents are interlinked
to form independent language meanings. This way, it solves one of the critical challenges of QMDS by identifying
semantic relatedness between the sentences and given query. The development of different methodologies over time in
this group is shown in Fig. 3.

2012
RelationListWise [216]

2015
Crowdsource and lexical analysis [135], Actor-object relationship [194]

2016
Ontology web search [163]

Light open-domain techniques [76]

2020
CCTSenEmb [57]

2021
Transfer Learning and BM25 model [101]

Fig. 3. Timeline of semantic analysis based methods

‘RelationListwise’ [216] captures the relation between sentences using maximizing estimated likelihood. They used a
log-bilinear probabilistic distribution to capture the semantic relatedness between the terms. The authors constructed
a word connectivity graph along with the PageRank [206] algorithm to measure the word importance. The authors
have incorporated query relevance using BIR and BIN. Here, BIR quantifies query-related information contained in the
sentence using manifold ranking, whereas BIN focuses on information redundancy while capturing the information
needed for the query using DivRank. The results ignore the sentence-to-sentence similarity while incorporating the
summary generation. Unlike previous work, [135] determine the query-to-sentence and sentence-to-sentence similarities
using crowdsourcing and lexical-semantic resources. Authors extended the traditional WordNet-based similarity [132]
approach by converting the POS tags such as verbs, adjectives, and adverbs into equivalent nouns using CatVar and
Morphosemantic links [51]. However, this simple lookup conversion is challenging with WordNet lexical organization.
To compute query-sentence similarity, they integrated Wikipedia, Wordnet, and NER query relevances along with two
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scoring parameters a) Subsumed Semantic Content (SSC) and b) Centroid. MMR is used to generate the final summary
to avoid redundancy. These models use complex methods for compression and extraction of sentences and hence, take
more computational time.

In order to solve this issue, [76] focused on semantic literature and light-weight open domain techniques. They
proposed two approaches for handling multiple documents, first, by aggregating SDS using linear semantic analysis to
do QMDS, and second, by semantic triples clustering with focusing overlap between the n-grams. The most focused
salient triple for summary is obtained by performing semantic overlap of sentences with the query. The semantic
triples capture the mutual meaning between the sentences making the model easier to extract the focused sentences.
These focused sentences are scored based on their overlap with the given query. Inspired by sentence-to-sentence
features, [194] uses an ensemble of models to generate a ranking of sentences. According to them, sentences showing
actor-object relationships can better correlate with the query. Hence, Stanford parser is used to give more weightage
to those sentences that consist of subject and object clauses. The authors have used query-dependent features such
as word, semantic, and named-entity similarities to incorporate sentence relevance to the query. On the other hand,
‘NUCLEUS’ [163] uses ontology andWeb Search Query Log (WSQL) to identify the most frequent queries for each group.
WSQL helps identify the user’s search preferences to address the query better. Ontology helps in recognizing the salient
entities or keywords in the sentences. NUCLEUS also generates new query terms using ontology to enrich meaning in
the generated summary. The previous representations of sentences do not maintain order and semantic relationships
between the words in a sentence which also carry the meaning. So, [101] utilized the pre-trained embedding models
to capture the syntactic and semantic relationships between the words. They combined BM25 [169] and semantic
similarity functions to compute query relevance score. Sentence saliency is essential in identifying the necessary aspects
of a document. CCTSenEmb [57] used discriminative topics to incorporate sentence and topic embeddings to predict
subsequent sentence representation.

3.2 Classical ML based methods

Semantic analysis-based methods use sentence-level and phrase-level features separately for the rank of the sentences.
On the other hand, the ML-based methods try to learn the best combination of different sentence features to better rank
sentences. We have divided Classical ML methods into two subgroups, i.e., regression and clustering. The timeline of
these methods is shown in Fig. 4.

3.2.1 Regression based methods. In contrast to semantic analysis-based methods, regression models use training
samples to learn continuous functions for a good approximation of relevance of the sentences concerning the query.
‘Fastsum’ [175] uses the word-level and sentence-level features to decide the topic description in summary. They used
topic-title and topic-description as sentence features for incorporating query relevances. The main observation of the
work is that document frequency, and topic-title frequency is essential features for ranking sentences. However, the
limitation is that it is based only on term-frequency features and does not consider the semantic analysis of words.
This problem was solved in [147] and [49] by encompassing semantic features along with syntactic features for better
extraction of sentences from the respective documents. In addition to previous sentence-level features, the features
consisted of query-focused semantic matching feature, NER feature, TF-IDF, and stop-word penalty feature. This way,
they incorporated query relevance with the sentences. However, if the threshold at the final summary size is too small,
it lacks correlation between the summarized sentences. The extractive method chooses the high-ranking sentences
while losing the topic’s essence in the average ranked sentences. In contrast to this, ‘SVM-DBN’ [89] is a hybridization
Manuscript submitted to ACM
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of deep belief networks (DBN) with SVM. Their feature space includes TF, sentence-topic similarity, temporal difference
(td) and sentence penalty. DBM helps in fine-tuning the resulting classification from SVM.

3.2.2 Clustering based methods. Researchers used clustering methods to avoid redundancy and biasing in the inherent
semantics in the documents. Cluster-level information helps in the ranking of sentences for the final summary. According
to Park et al. [150], humans use only non-negative part of the information in their cognitive mind, and they proposed a
clustering-based method considering the same. The authors extracted the semantic features from the sentences using
Non-negative Matrix Factorization (NMF) clustering. In this way, the original TF-IDF matrix is decomposed into the
semantic feature and the semantic variable matrix. It is the property of NMF to determine the inherent structure of
the documents. The semantically related terms are grouped into semantic features, followed by ranking and summary
generation. The semantic feature matrix captures the most significant cosine similarity value concerning the query. On
the other hand, [217] make it more semantically relevant by ranking the sentences in four relevant features viz title,
document, query, and cluster. These are represented in the latent topic vector space model [174]. The relevance similarity
is computed using JS divergence [100]. The BIR mechanism calculates the relevance score, and the redundancy is avoided
using BIN. Gaussian Mixture Model [167] is used to help in regulating the size of the target cluster to make the ranking
of sentences more robust by ignoring the outliers. The results shown in the original paper explain that sentence-query
relevance with BIN had a significant effect on the quality of the summary, but it is computationally expensive if the
data is too large. In [142], a hybrid method combining the agglomerative [204] and K-means clustering [54] is used to
capture the topic groups matching with the query. Bhagat and Ingle [12] used the expectation-maximization approach
to observe the less observed terms in sentences because to make the extractive summarization more coherent, the terms
less used are also essential on making the final summary meaningful. The query relevance is incorporated by mutually

2009
FastSum [175]

2011
Semantic and syntactic feature [147]

2019
Support Vector Regression (SVR) [49]

2021
SVM-DBN [89]

(a) Regression

2014
Combination of Agglomerative and K-means Clustering [142]

2015
EM Clustering [12]

2008
NMF Clustering [150]

2012
GMM [217]

(b) Clustering

Fig. 4. Timeline of classical ML based methods
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8

reinforcing query and the sentence clusters. The higher-ranked sentences are selected for candidate summary after the
convergence.

3.3 Statistic and matrix decomposition (SMD) based methods

The classical ML models do not exploit the intrinsic structure of the sentences. We have not explored how intrinsic topics
or themes in the query can identify the candidate sentences. Statistical models are used to identify clear interpretations
about the themes and corresponding sentences similar to the given query. This group consists of methods related to
matrix decomposition, probabilistic models, submodular optimization, and the timelines are shown in Fig. 5.

2001
CLASSY [32]

2006
Dimensionality Reduction [68]

2015
Archetypal Analysis [22]

2017
Multi-facility location problem [21]

Synthesis matrix scientific research [69]

(a) Matrix Decomposition

2013
Exploiting relevance, coverage and novelty [125], S-sLDA [110]

2014
Contextual Topic Model [213]

Contextual Query Expansion [214]

(b) Probabilistic Methods

2011
Class of Submodular Functions [118]

2012
Coverage and textual-unit similarity [109]

2015
MCKP [36] 2016

Event Guidance [187]

2017
Abstractive Summarization [24]

(c) Submodular Optimization

Fig. 5. Timeline of statistic and matrix decomposition based methods
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3.3.1 Matrix Decomposition based methods. Whenwemodel the documents using the semantic features of the sentences,
we get a large distributed semantic space matrix. It is quite challenging to work with these high-dimensional matrices,
and matrix decomposition is one of the solutions for the same. CLASSY [32] was one of the pioneer’s works in QMDS
using matrix decomposition. In this work, the query terms are selected based on their POS tags and named entities. It
uses Hidden Markov Model (HMM) [6] to score the sentences and then pivoted QR decomposition [64] to produce the
minimum redundant sentences as output. However, the quality of generated summary depends upon the identified
named entities. In contrast to CLASSY, [68] uses Singular Value Decomposition [63] for decomposing co-occurrence
term matrix. The query relevance is incorporated by computing cosine similarity between the sentences and query
in the sentence extraction algorithm. Then, the MMR is used to select the candidate sentences for the final summary
avoiding redundancy. Canhasi and Kononenko [22], on the other hand, used a combination of convex NMF and weighted
Archetypal Analysis [35] to cluster and rank the relevant sentences from the similarity matrix. They designed a similarity
graph with a weighted matrix to incorporate the relevance of the query in the document. ‘mFLSum’ [21] further uses
linear programming [233] to address the problem as a multi-facility problem. These algorithms do not use term-level
relations like n-grams or phrases in their pre-processing phases. In [69], a synthesis-based approach is used to perform
summarization in two steps, first sentence selection done by aspect analysis of each sentence, and second, ranking
using query-focused LexRank (Q-LexRank). Q-LexRank is a modified version of LexRank [46] which consists of query
relevance scores as edge weights to give importance to sentences that are more correlated to the query. All of the above
matrix decomposition-based methods output an extractive summary of the user query. As per our best knowledge, no
attempt was made for abstractive summarization of QMDS using matrix decomposition.

3.3.2 Probabilistic methods. Bayesian models give clear probabilistic interpretations exploiting the intrinsic structure
of the sentences for the summary generations. One of the popular bayesian models is Latent Dirichlet Allocation (LDA)
[16] that uses latent topics to describe the observations. ‘S-sLDA’ [110] is a sentence-feature based supervised LDA
[15] for solving QMDS. It combines supervised approaches and topic modeling to learn optimum feature weights.
They assumed that words in the same sentence belonged to the same topic. The generative process of S-sLDA uses
word features from the current sentences as well as neighboring sentences. They design a learning strategy that
computes the probability of all tokens concerning the query generated from the corpus. In the training phase, the
human assessors label the sentences with scores. The feature space consists of cosine similarity with the query, local
Inner-Document Degree order (IDD), and other typical sentence and document features. The labeled set helps learn
the weights of these features for the summary generation of target datasets. The sentences extracted are shorter in
length with correct information due to topic modeling of feature space. Similar to this, [214] combine topical n-gram
model used in information retrieval and query likelihood (QL) model to generate the contextual topics from the bigram
distribution. The former identifies key phrases from contexts, and the latter recognizes semantic correlations between
them to extract meaningful sentences relevant to the query. They utilized the Expected Mutual Information Measure
(EMIM) [33] to choose the correct topic words for the context. The updated contextual topics are passed to a QL-based
ranking algorithm for scoring the sentences and integrated with MMR to generate the final summary. The generated
summary is coherent due to the meaningful phrases extracted during conceptual modeling. The sentence selection
strategy improved further by hierarchical topic model and deep statistical analysis [213].

An ideal summary is supposed to maintain a reasonable balance between novelty, coverage, and relevance to the query.
‘PRCN’ [125] covers these features using amixture of Probabilistic Latent Semantic Analysis (PLSA) [73] and Probabilistic
Hyperlink-Induced Search (PHITS) [30]. PLSA provides a probabilistic understanding of word co-occurrence based on
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latent topic space, whereas PHITS make inter-sentence links exploiting sentence similarity for model generation. The
framework is a joint probabilistic model covering relevance and coverage on topics. They achieved topic relevance
by computing cosine similarities between the sentences and topic coverage using the term-frequency matrix. These
two models combine to form a reference topic model. The feature space consists of document novelty, query novelty,
document perspective, and query perspective. They further proposed a greedy algorithm for generating a summary
balancing the topics and query. They found that document novelty and query novelty are the most essential features.

3.3.3 Submodular optimization methods. One of the critical challenges of QMDS is to integrate query relevance and
coverage while avoiding redundancy. Lin and Bilmes [118] proposed one of the pioneering works in QMDS using
submodular optimization, where query relevance in summary is incorporated by a class of submodular functions. It
maintains a trade-off between coverage and diversity. The objective function is modeled as a knapsack constraint
problem. Coverage measures how similar the summarised set and the original document is, whereas diversity rewards
the sentence estimating its importance in summary. Both these functions preserve monotonicity and submodularity. In
contrast to the previous work where authors have used only sentence similarity, [109] also considered term coverage
to extract more granularity in the context. They have modeled the summarization problem as a budgeted maximum
coverage problem. The authors have designed a greedy algorithm to take advantage of submodularity. Together with
term coverage and textual similarity, they also used MMR to reduce redundancy and maintain query relevance in the
generated summary. To further improve its running time, [109] use the accelerated greedy algorithm [133]. Davoodi
and Chali [36] introduced compression with a semi-extractive maximum knapsack coverage problem which was lacking
in the previous literature. Unlike previous methods where word-matching is used for query relevance, here, authors
have employed WordNet-based semantic similarity measures to employ query relevance. They used Berkeley parser
to generate the parse tree for each sentence, and then for compression, they used Berg’s compression [10] method
to detect the deletable terms in the sentence. The objective function consists of maximizing the three measures viz
coverage, relevance, and compression.

All the aforementioned works are extractive summarization models, which are pretty different from human-annotated
summaries. To solve this issue, [187] proposed an abstractive method that is divided into two parts, first, sentence
clustering, and second, multi-sentence compression algorithm. The events are extracted from the sentences in the form of
a tuple (Subject, Predicate, Object) using Stanford Parser [92]. For example, “The college delayed the upcoming exams.” is
(college, delayed, exams). These are embedded as a distributed feature vector as

−−−−−−−−−−−−−→
𝑆𝑢𝑏,𝑉𝑒𝑟𝑏,𝑂𝑏 𝑗 =

−−−→
𝑉𝑒𝑟𝑏⊙(−−→𝑆𝑢𝑏⊗−−→𝑂𝑏 𝑗). The

Chinese Whispers method [14] is used for clustering as it is a randomized graph-based algorithm with high scalability.
After the clustering, the candidate sentences are generated using a word graph. The word pairs are generated for all
pairs of sentences; the most common vertices increase the fusion probability for condensed sentence representation.
The vertices are chosen based on their distance to the centroid event. Similar to [118], [187] have incorporated query
relevance in the objective function in addition to topic coverage and diversity between the sentences.

Similar to [36], [24] also used the compression function with an addition of merging function. The compression
method helped remove the nominal terms and later applied the merging function to join two sentences beginning with
a common coreferent subject. Stanford Coreference Resolution engine [161] is being used to generate noun phrases in
the document. Sentences having similar coreferent noun-phrase but dissimilar verb-phrase are merged. In addition to
query relevance in the objective function, importance and non-redundancy metrics are also incorporated.
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3.4 Reinforcement based methods

In QMDS, our task is to train the model to extract meaningful sentences from multiple documents relevant to the
given query. So, it is desirable to increase this likelihood of extracting only semantically correlated sentences from
the documents. This can be achieved by giving rewards in a reinforcement manner. Timeline of reinforcement based
methods for QMDS is shown in Fig. 6.

2010
Simultaneous Ranking and Clustering [20]

2012
Mutually reinforced manifold-ranking [19]

2014
Fear the REAPER [168]

2020
Biomedical Texts [137]

Fig. 6. Timeline of reinforcement based methods

In statistic-based methods, we have observed that sentences are ranked and clustered independently, lacking
coordination between them. Cai et al. [20] proposed a novel approach to simultaneously rank sentences and clusters
using RL. RL explores the rank distribution of sentences and terms over the discovered clusters. The authors developed
a document bi-type graph between sentences and the terms associated with the sentences. Three ranking functions
are proposed viz (a) global rank, which relies only on sentence ranking, (b) local-rank ranks the sentences within
clusters, and (c) conditional rank computes the rank distribution of sentences and terms in cluster. The ranking function
calculates the ensembled conditional ranking scores of all the sentences. The query relevance is imposed using cosine
similarity between the theme cluster and the query tokens. This model lacks semantic relationships between the terms.

While themajority of the aforementionedworks calculate relevance based on sentences only, they avoid the document-
level information that helps in understanding the content and how it influences the ranking. However, the rank of
a sentence depends on relevance with the query as well as relevance between the query and document [19]. Hence,
sentences of documents having higher relevance to the query are ranked higher and the rank of a document is high if it
contains sentences that have more relevance to the query. They proposed a two-layer graph linking both sentences and
documents and using it in the proposed ‘Mutual Reinforced Relevant Propagation’ (MR2P). This architecture would
help in focusing the coverage content of the source documents. The authors have explored the relationship between
sentence-to-sentence and document-to-document, while the sentence-to-document relationship have not been explored.

‘REAPER’ [168] primarily used TD(𝜆), SARSA, and Approximate Policy iteration-based methods for exploration. The
feature set comprised of coverage ratio, redundancy ratio, length ratio, longest common subsequence (LCS), etc. The
reward function of REAPER is based on the concurrence score and LCS recall metric. They proposed query-focused
rewards to give preference to the sentences related to the query while maintaining the trade-off between overall
similarity and query similarity score. The model worked well for MDS and could improve QMDS by applying some
disambiguation methods while ranking the sentences relevant to the query. In 2020, [137] utilized RL methods in
biomedical texts. Instead of policy iterations used in the previous work, they have used Proximal Policy Optimisation
(PPO) [176] approach for summarization. They incorporated five components such as candidate sentences, questions,
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summary generated so far, sentences after respective candidate sentence, and entire document together as input in the
neural architecture of PPO.

3.5 Graph based methods

In text analysis of web information, graphs are widely used to find insightful information from complex structures.
Later, it is also adapted in the field of text summarization to identify which edges are highly correlated to the given
query [82, 83, 86, 99, 165]. The development of QMDS graph-based methods over the years is shown in Fig. 7.

2016
Bipartite graph + hypergraph [224]

Single layer Hypergraph [207], Double-Hypergraph [18]

Online and Offline stage [148]

2013
Manifold Ranking and Diversity [107]

2014
Global Semantic Graph [5], Two-layer Graph [116] 2017

Five-layered Graph [21], Semantic Content word expansion [1]

Fig. 7. Timeline of graph based methods

Pandit and Potey [148] used a graph-based framework that has two stages, offline and online. The offline stage
considers paragraphs as nodes of the document graph, and the online stage gives query-specific weights to each
node. They designed a weighted clustered document graph with edge weights as TF-IDF scores to get a query-focused
summary. A minimum spanning tree is used for a keyword search to get the relevant path as a summary to the
query. In contrast to this, [107] have used the manifold ranking method along with DivRank [130] to focus both on
relevance propagation as well as diversity in summarization. The query node is initialized with 1 and other sentences
as 0; this way, they spread their influence to their neighboring nodes and we extract the query-aware sentences at
convergence. The algorithm follows rich get richer phenomena as the nodes which are visited maximum times during
random walk tend to have a higher weight at the following walk. On the other hand, [5] focused on two targets, first,
achieving non-redundancy by graph matching of semantic and syntactic features of the semantic graph, and second,
query relevance by integrating concept similarities with a modified spreading algorithm to choose the shortest path.
A two-layer, namely, a topic and a sentence layer graph structure, is used in [116]. A query is also included in the
sentence layer as a node. LDA topic modeling is performed at word-level as well as sentence-level. As background and
document-specific information influence the quality of topic modeling, it performs well for capturing the semantic
similarity with the query terms. They iteratively rank the sentences with respect to the query node to incorporate
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query relevance. The prediction of the optimal number of topics in LDA was a challenge as it changed how the final
summary is generated.

The aforementioned works focused mainly on the syntactic features instead of semantics. ‘QSLK’ [1] solves QMDS
using linguistic knowledge database and word semantics. The model creates a word set for computing semantic vectors
and word vectors for the sentences. They used WordNet similarity to score the sentences relevant to the given query. It
incorporates the Content Word Expansion method for expanding the terms and capturing semantic and word order
similarity between the sentences and query. However, it cannot distinguish between active and passive sentences as
WordNet has limited word coverage for semantic similarity matching. Instead of a simple graph edge, a hypergraph edge
can join multiple vertices. A hypergraph framework is used in [207] to capture the word-topic and word-pair similarities
within the sentences which reduces the limitations of traversal of random walk in simple graphs. They constructed a
query-focused sentence ranking algorithm that takes query-similarity as the reinforced-vertex for random walking.
Their topic distribution relationship is restricted to sentences only, and pairwise relationships among documents are
not explored. A combination of bipartite graph and hypergraph is used in [224] to extract query-sensitive information.
They map the concepts of sentences with the query in a bipartite graph to extract the ranked weights that are used
to rank sentences belonging to those concepts in a hypergraph model. In contrast, [18] used a double hypergraph
exploiting the sentence-topic and document-topic relationship. They performed Affinity Propagation to cluster the
sentences and documents specific to the query using their cosine similarities. A human-annotated summary consists of
five essential properties viz purpose of the protagonist, temporal, spatial behavior, cause, and intention of action [234].
Canhasi [21] address these properties using a five-layer graph representing inter and intra relationships among frame
layer, sentence layer, query layer, document layer, and paragraph layer. Using a separate query layer linked with the
frame and paragraph layer makes the ranking mechanism query-specific to the document.

3.6 Deep Learning based methods

Deep learning (DL) models have shown great results in various NLP applications. Due to their scalability, it can generate
millions of features for effective representation for encodings. We have divided the group further into two subsections
viz encoder-decoder and other deep learning-based methods. Timeline of these subgroups are shown in Fig. 8.

3.6.1 Encoder-decoder model based methods. The previously studied conventional approaches use manual sentence
features to extract the relevant sentences, but manual annotation still has certain limitations. However, DL models
drastically reduce these dependencies by capturing non-linearities in the data. The publicly available SDS datasets
viz CNN/Daily News, Debatepedia is not enough to train the neural network for the QMDS task. Baumel et al. [8]
proposed the first DL method that generates abstractive summary in QMDS. It uses a sequence to sequence approach,
which has an encoder-decoder model consisting of LSTM [72] with an attention layer to get maximum coverage of the
previous information. The query relevance is imposed in two steps; the former is a relevance model that determines
the information content relating to the query in the source and later combines these in the coherent summary. They
computed Relevance Sensitive Attention (RSA-QFS) using TF-IDF and Word2Vec embeddings for measuring query
relevance. The drawback is that it leads to content redundancy and needs improvement in the proper formatting of
output sentences. In contrast to this, [48] use a local knowledge graph for each query which compresses the web
information avoiding redundancy. These local graphs are later linearized into sequences. In addition to token and
position embeddings, they employed graph weight and query relevance embeddings for each generated sequence. To
avoid the expensive computations of transformer architecture, they used Memory Compressed Attention (MCA) [119]
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2019
Knowledge Graph [48], Document QA and QMDS [114]

2020
Coarse-to-Fine [209], CAiRE-COVID [186]

2018
Seq2seq Attention [8]

2021
WSL-DS [102], SIBERT [2]

2022
Fuzzy [94], PreQFAS [103], LQSum [210]

(a) Encoder-Decoder Model

2020
Dual-Cascade Learning [170]

2021
Transfer Learning and BM25 model [101]

2017
Cross-Entropy method [50]

2016
Big Data [189]

2015
Deep learning model [228]

(b) Others

Fig. 8. Timeline of deep learning based methods

mechanism in the encoder model. Since the aforementioned datasets are too small to train the neural network, [114]
used document-based question answering (DQA) datasets for QMDS models. QMDS can be interpreted as an extension
of DQA. They designed a hierarchical encoder-decoder model using a word-level encoder and a document-level encoder.
The first one learns representations between the query and the sentences in the document while the latter learns a
representation of the document using the BiGRU [28]. They incorporated query relevance using the pre-trained DQA
model that provides better semantic information between queries and sentences. This improves the query matching
capability while finetuning in the QMDS model. Despite this, it becomes difficult if the document contains a vast number
of sentences.

Although using DQA questions for QMDS helps train the models, DQA questions are short and fact-based, whereas
QMDS narratives are mostly complex and long; hence, we need to incorporate special attention on queries while
retrieval of sentences for the summary. Xu and Lapata [209] focused on the coarse-to-fine technique of estimating the
text segments relevant to the query with proper evidence. The model consists of three modules, the relevance estimator
to retrieve the text segments relevant to the query, the evidence estimator to measure the semantic similarity between
the selected text and query, and finally, a centrality estimator to rank the sentences for a summary generation. The
relevance estimator and evidence estimator handle the query relevance. The evidence estimator performs sentence
selection and span extraction using BERT [39] to identify the particular span of words in a sentence correctly. In the
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centrality estimator, an extension of the LexRank algorithm is used to identify the central node to be included in the
final summary. This method works well for tasks where a descriptive summary is needed, but it fails to produce a short
meaningful context summary. A weakly supervised learning is used in [102] to make the query-focused model trained
on the different datasets and use the masking to fine-tune the model on desired domain dataset. The generation of weak
reference summary is performed in two steps viz a) Finetune the RoBERTa [123] model in MS-MARCO [145] dataset
for answer selection task generating weak extractive summary and then, b) Finetune RoBERTa model in MRPC [41]
dataset for paraphrase identification task to measure similarity between weak reference summary and multi-document
abstractive gold summaries. This way, it selects the sentences for reference weak abstractive summary. They used an
iterative approach of fine-tuning the weak abstractive summary with incorporated queries using the BERTSUM [121]
model. The generated output sentences are further fine-tuned on the RoBERTa model in MS-MARCO for selecting the
best-ranked sentences. The idea fails to give results if the domain adaptation between the two datasets is from a different
distribution. Further, ‘𝑃𝑟𝑒𝑄𝐹𝐴𝑆𝑆𝐹𝑇 ’ [103] performs sequential fine-tuning with sentence filtering in the early stage. In
the first phase, they identify those sentences that are most relevant to the query in the document set and add them based
on their relevance ranking with the query until the allowable token length. In order to incorporate query relevance,
this filtered document and query are passed to the BERTSUM model pre-trained on generic abstractive summarization.
With a sequential fine-tuning approach, it produces a query-focused abstractive summary. Su et al. [186] proposed a
system for question-answering related to COVID-pandemic using the two question answering models viz HLTC-MRQA
[185] and BioBERT [106]. They fine-tuned BART on CNN/DailyMail dataset and filtered top-k paragraphs as input to
the MDS ranked according to their query-relevance. In order to incorporate query-relevance, they concatenate query at
the end of each source paragraph and its respective answer span as input to the BART model. ‘SIBERT’ [94] produces
extractive query focused summaries based on the hierarchical nature of the multi-documents, whereas, [2] uses fuzzy
rules with linguistic heuristics to solve QMDS. ‘LQSum’ [210] uses a generative model for QMDS where it optimizes
latent query model and conditional language model.

3.6.2 Other deep learning based methods. Due to the scarcity of labeled training data, the applicability of supervised
methods is still a challenging issue. To this end, the solution for QMDS is shifted towards the unsupervised methods.
‘QODE’ [228] is one of the pioneer works that used unsupervised DL for QMDS. The framework constitutes of three
phases viz concept extraction, reconstruction validation, and summary generation. They have utilized RBMs with Gibbs
sampling for building each layer block. In concept extraction phase, they have three hidden layers to filter out irrelevant
words, identify keywords, and extract candidate sentences. The authors utilized the input query in two ways, first, by
initializing the weight settings and imposing a penalty in the reconstruction error concerning the query to incorporate
query relevance. In second phase, they used back-propagation to fine-tune all the parameters for optimal reconstruction.
and generate an importance matrix to calculate the importance score of every sentence. In the final phase, they utilized
dynamic programming to obtain the generated summary within the length constraints. A hybridization of feature-based
algorithms and dynamic programming is used in [189]. It is used in real-time systems in web searches using Hadoop. The
user would input a query, and using Google API, it would fetch top-k URLs. These URLs are taken as input documents
and later execute a hybrid feature-based algorithm to generate a summary in the backend. Instead of the MMR, here,
dynamic programming is being used to avoid redundancy. To further increase the efficiency, they utilized MapReduce
algorithms to handle big data. The Hadoop environment reduced the inference time in a more significant number of
documents but performed worse when the number of documents was small.
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On the other hand, [50] solves QMDS as a sentence subset selection problem using the cross-entropy (CE) method.
CE defines an optimal selection policy to choose the input sentences for the candidate summary. They sampled a
series of sentence subsets which chooses the sentences independently for the summary with an initial probability. This
probability is updated iteratively, converging to a globally optimal solution. To incorporate query relevance, the authors
used six features such as Bhattacharyya similarity between the query and candidate summary set, relative mass devoted
by the summary to the query and other sentence features. They further improved its efficiency by pruning the sentences
which have higher similarity to the topic description. ‘Dual-CES’ [170] maintain a trade-off between saliency and focus
in the generated summary. It is a two-step optimization approach with distillation to generate saliency-based pseudo
feedback. The authors observed that with an increase in summary length, saliency increases while focus decreases. It
is an extension of the previous cross-entropy-based approach. Instead of addressing saliency and focus together, it is
addressed sequentially in two separate invocations in Dual-CES. Unlike others, they aim to improve the saliency of
focused summaries taking distill hints from the human-generated summaries. The first phase of Dual-CES is similar
to CES [50] producing a long salient pseudo reference summary. They utilized previously derived predictors in CES
such as coverage, position bias, summary length, focus-drift, and an additional predictor asymmetric coverage for
higher saliency in the first phase. In the second phase, they have the same input documents with pseudo-reference
summary to produce a focused summary keeping the saliency high. In addition to the previous five, they proposed two
new predictors, query-relevancy and reference summary coverage, for measuring relevance to the query keeping the
saliency higher. They further improvised to length adaptive Dual-CES.

3.7 Query relevance

Query relevance is the measure of finding the relationship between the searched query and the input documents. There
are different techniques to find the query relevance with documents. We observe that cosine similarity is used widely
to impose query relevance. For example, Roitman et al. [170] estimated the query’s relevancy with summary using
two similarity measures viz Bhattacharyya and cosine similarity. Other similarity measures include WordNet and NER
similarities. On the other hand, the graph-based methods use the shortest path to query and query-biased ranking
algorithms. For example, Canhasi [21] used inter and intra relationships between the query layer, frame layer, sentence
layer, document layer, and paragraph layer to impose a query-specific ranking mechanism to the document. In contrast,
few methods such as [36, 109, 118, 187] used query relevance in their submodular optimization functions. On the other
hand, classical ML methods used query-dependent sentence features, and reinforcement methods imposed query reward
functions. For example, Ouyang et al. [147] used query-dependent features such as word matching, semantic matching,
NER matching, stop-word penalty, and sentence position to measure the query’s relevance. Paper wise details are
provided in Table 2.

4 EVALUATION METRICS

Evaluation metrics are used to compare different algorithms. In literature, many different evaluation metrics are used
for comparing text summaries. We collected seventeen such metrics used for the evaluation of text summary. These
metrics use different features/properties of the summary text in order to generate the scores. Details of how these
different metrics calculate the performance of the algorithm is provided below.

ROUGE: Recall-Oriented Understudy for Gisting Evaluation [117]. It is widely used in NLP for the evaluation of
summaries and translations generated automatically. ROUGE score outputs in terms of precision (P), recall (R), and F1
Manuscript submitted to ACM
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Table 2. Query Relevance Methods

Method Query Relevance
CS1 SF2 SS3 QSR4 SO5 Others

Group : Semantic Analysis
RelationListWise [216] ✓ BIR, BIN
Crowdsource and lexical analysis [135] ✓ Wordnet similarity, NER similarity
Light open-domain techniques [76] ✓ semantic triples overlap
Actor-object relationship [194] ✓ ✓
Ontology web search [163] ✓ WSQL
Transfer Learning and BM25 model [101] ✓ ✓ BM25
CCTSenEmb [57] sentence embedding models
Group : Regression
FastSum [175] ✓ topic-title, topic-description
Semantic and syntactic feature [147], SVR [49], SVM-DBN [89] ✓
Group : Clustering
Combination of Agglomerative and K-means Clustering [142] ✓
EM Clustering [12] ✓ mutual reinforcement
NMF Clustering [150] ✓ ✓
GMM [217] ✓ BIR, BIN, JS divergence
Group : Matrix Decomposition
CLASSY [32] query terms, POS tags, BBN’s Identifinder
Dimensionality Reduction [68], Multi-facility location problem [21] ✓
Archetypal Analysis [22] ✓ similarity graph
Synthesis matrix scientific research [69] ✓
Group : Probabilistic methods
Exploiting relevance, coverage and novelty [125] ✓ topic-similarity, joint probabilistic model
Contextual Query Expansion [214] ✓ correlations
S-sLDA [110] ✓ query joint distribution
Contextual Topic Model [213] relevance language model, joint probabilistic model
Group : Submodular Optimization
Class of Submodular Functions [118] ✓ ✓ query-similarity
Coverage and textual-unit similarity [109] ✓ ✓ query information coverage
MCKP [36] ✓ ✓ Wordnet similarity
Event Guidance [187], Abstractive Summarization [24] ✓ ✓
Group : Reinforcement
Simultaneous Ranking and Clustering [20] ✓ theme cluster query
Mutually reinforced manifold-ranking [19] ✓ ✓ theme cluster query, mutual reinforcement
Fear the REAPER [168] reward function
Biomedical Texts [137] ✓
Group : Graph
Online and Offline stage [148] minimum spanning tree, shortest path to query
Manifold Ranking and Diversity [107] ✓ query-sensitive sentences
Global Semantic Graph [5] concept similarity, shortest path to query
Two-layer Graph [116] ✓ ✓
Single layer Hypergraph [207] ✓ ✓
Bipartite graph + hypergraph [224] inter-connection links
Double-Hypergraph [18] theme cluster query, affinity propagation
Semantic Content word expansion [1] ✓ Wordnet similarity
Five-layered Graph [21] query layer, inter-connection links
Group : Encoder-Decoder
Knowledge Graph [48] knowledge graph
Document QA and QMDS [114] ✓ pretrained DQA model
Coarse-to-Fine [209] ✓ ✓ relevance estimator, evidence estimator
CAiRE-COVID [186] ✓ query with BART model
Seq2seq Attention model [8] ✓ TF-IDF, Word2Vec
WSL-DS [102], PreQFAS [103] finetune queries, BERTSUM
LQSum [210] latent query model
Group : Others
Deep learning model [228] query weight initializations, query penalty
Big Data [189] URLs with query, Google Search API
Cross-Entropy method [50] ✓
Dual-Cascade Learning [170] ✓ Bhattacharyya similarity
1 Cosine Similarity 2 Sentence Features 3 Semantic Similarity 4 Query Specific Ranking 5 Submodular Opti-
mization

(F) scores. In simpler words, precision signifies the percentage of results relevant to the user, whereas recall signifies
total correctly classified relevant results. These metrics are used in different situations according to their needs. Out of
these, F1 score is more informative to describe a model’s performance in imbalanced data. ROUGE score consists of five
evaluation metrics as below:

(1) ROUGE-N: It measures the overlap between the n-grams present in the reference summary (𝑅𝑆) and the model

generated summary (𝑆). ROUGE-N score is computed as ROUGE-N =

∑
𝑆∈{𝑅𝑆}

∑
𝑔𝑟𝑎𝑚𝑛 ∈𝑆 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ (𝑔𝑟𝑎𝑚𝑛)∑

𝑆∈{RS}
∑

𝑔𝑟𝑎𝑚𝑛 ∈𝑆 𝐶𝑜𝑢𝑛𝑡 (𝑔𝑟𝑎𝑚𝑛)
Manuscript submitted to ACM



885

886

887

888

889

890

891

892

893

894

895

896

897

898

899

900

901

902

903

904

905

906

907

908

909

910

911

912

913

914

915

916

917

918

919

920

921

922

923

924

925

926

927

928

929

930

931

932

933

934

935

936

18

where, 𝑔𝑟𝑎𝑚𝑛 represents n-gram sequences, RS signifies reference summaries and 𝐶𝑜𝑢𝑛𝑡𝑚𝑎𝑡𝑐ℎ calculates
maximum number of n-grams co-occurring between a candidate and set of reference summaries.

(2) ROUGE-L: It measures the overlap of longest co-occurring of n-grams between the 𝑅𝑆 and 𝑆 . 𝑅𝑙𝑐𝑠 =
𝐿𝐶𝑆 (𝑋,𝑌 )

𝑚 ,

𝑃𝑙𝑐𝑠 =
𝐿𝐶𝑆 (𝑋,𝑌 )

𝑛 , and 𝐹𝑙𝑐𝑠 =
(1+𝛽2)𝑅𝑙𝑐𝑠𝑃𝑙𝑐𝑠
𝑅𝑙𝑐𝑠+𝛽2𝑃𝑙𝑐𝑠 , where 𝑋 and 𝑌 represents sentences.

(3) ROUGE-W: It is an extension of ROGUE-L with weights for evaluating consecutive LCS in the sequence.
𝑅𝑤𝑙𝑐𝑠 = 𝑓 −1

(
𝑊𝐿𝐶𝑆 (𝑋,𝑌 )

𝑓 (𝑚)

)
, 𝑃𝑤𝑙𝑐𝑠 = 𝑓 −1

(
𝑊𝐿𝐶𝑆 (𝑋,𝑌 )

𝑓 (𝑛)

)
and 𝐹𝑤𝑙𝑐𝑠 =

(1+𝛽2)𝑅𝑤𝑙𝑐𝑠𝑃𝑤𝑙𝑐𝑠

𝑅𝑤𝑙𝑐𝑠+𝛽2𝑃𝑤𝑙𝑐𝑠
.

(4) ROUGE-S: It measures the overlap of co-occurrence of skip-bigrams [75] in the reference and system-generated

summaries. 𝑅𝑠𝑘𝑖𝑝2 =
𝑆𝐾𝐼𝑃2(𝑋,𝑌 )
𝐶 (𝑚,2) , 𝑃𝑠𝑘𝑖𝑝2 =

𝑆𝐾𝐼𝑃2(𝑋,𝑌 )
𝐶 (𝑛,2) , 𝐹𝑠𝑘𝑖𝑝2 =

(1+𝛽2)𝑅𝑠𝑘𝑖𝑝2𝑃𝑠𝑘𝑖𝑝2
𝑅𝑠𝑘𝑖𝑝2+𝛽2𝑃𝑠𝑘𝑖𝑝2 .

(5) ROUGE-SU: It is an extension of ROGUE-S with unigram co-occurrence.

Bilingual Evaluation Understudy (BLEU) [149]. BLEU metric measures how close are the word choices between the
generated summary and human referenced summary. Summaries with sentences having a higher number of matches
give a higher BLEU score. The range of the BLEU score lies between 0 to 1. The limitation is that it checks for exact
matching between the n-grams. Hence, less preferred in abstractive summarization.

METEOR [104]. METEOR fix the limitations shown in BLEU metric by computing the harmonic mean of unigrams
with precision and recall values. Initially, it only performs exact, stem, and synonym matching between the sentences,
later, ‘METEOR Universal’ [37] performs paraphrase matching along with previous matching between the pairs of
sentences. Meteor score ranges from 0 to 1 and a higher score represents a better hypothesis.

Pyramid and Responsiveness. These are the manual metrics used in TAC1 dataset. Pyramid is evaluated on the
popularity of information shared across the gold summaries. The information shared across different gold-standards
capture higher weights in the generated summary. On the other hand, responsiveness metric measures to what extent
generated summary satisfies the use query. There is no involvement of gold summary in measurement of responsiveness
metric.

AutoSummENG [62]. AutoSummENG uses n-gram graph representation for evaluation. It uses statistical methods to
extract the relation between the n-grams. These relations are used to draw a graph with edge weights as the mean
distance between adjacent n-grams. The comparison is based on character and word n-gram representation. The
similarity between the graphs is computed in two ways, using (a) isomorphism and (b) edit-distance. Along with graphs,
they also explored histograms representation which gives better results with word n-grams.

BEwT-E (BE with Transformations for Evaluation) [193]. The previous metrics cannot handle sentences with alternate
phrasal tokens and multi-word names or name aliases. ‘BEwT-E’ measures expressive syntactic units called Basic
Elements (BE) between the summaries. Certain weights are also associated with these BEs that contain essential
contents such as root, total, or binary tallying. They performed several transformations to match the contents that
are semantically similar but lexically different. It uses a successive shortest path algorithm to compute the optimal BE
matching possible from various transformations.

CIDEr [196]. CIDEr measures the similarity between generated and human-ground truth summaries. This metric is
comparably more correlated to the human annotation consensus. They form triplet annotations for each input-one
reference summary and two candidate summaries. The objective is to choose which candidate sentences are more

1https://tac.nist.gov/
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similar to a maximum number of references. CIDEr is calculated as CIDEr𝑛 (𝑐𝑖 , 𝑆𝑖 ) = 1
𝑚

∑
𝑗

𝑔𝑛 (𝑐𝑖 ) ·𝑔𝑛 (𝑠𝑖 𝑗 )
∥𝑔𝑛 (𝑐𝑖 ) ∥∥𝑔𝑛 (𝑠𝑖 𝑗 )∥ where,

𝑔𝑛 (𝑐𝑖 ) represent n-gram vector of 𝑔𝑘 (𝑐𝑖 ) that signifies TF-IDF representation.

CHRF [157]. CHRF calculates character n-gram F-score between the candidate and reference sentence. 𝐶𝐻𝑅𝐹𝛽 =(
1 + 𝛽2

) CHRP·CHRR
𝛽2 ·CHRP+CHRR is the formula for computing CHRF, where, CHRP and CHRR represent the character n-gram

precision and recall, respectively, and 𝛽 parameter gives more importance to recall values than the precision.

ROUGE-WE [144]. The original ROUGE only consider lexical similarities and unsuitable for abstractive summarization.
‘ROUGE-WE’ uses pre-trained word-embeddings for computing the overlap between the sentences. ROUGE-WE
𝑓𝑊𝐸 (𝑤1,𝑤2) = 0 if 𝑣1 or 𝑣2 are out-of-vocabulary words, else, 𝑣1 · 𝑣2, where 𝑣𝑖 represents the word-embeddings of the
unigram𝑤𝑖 .

S3 [156]. S3 leverage the advantages of various metrics by combining their strategies and learned using regression
to get the best combination of features. They define two types of correlation viz system-level and summary-level.
System-level correlation learns correlation between two aggregated scored lists, while summary-level correlation
learns between human judgments and candidate system scores. In our comparative study, we used S3-pyramid and
S3-responsiveness for evaluation.

MoverScore [223]. MoverScore use contextualized word embeddings generated from large pre-trained models fine-
tuned on various natural language inference datasets to yield better embeddings. MoverScore has two variants, viz word
mover and sentence mover. Word Mover’s Distance (WMD) [97] semantically aligns the most similar words together to
determine the correct flow of meaning in words.

Sentence Mover’s Similarity [29]. WMD fails with group of words and longer documents. Sentence Mover’s Similarity
is a modified version of WMD which is computed by minimizing this distance to move similar words leveraging the
concepts of BOW and word embeddings. They come up with two variants viz sentence level (SMS) and sentence + word
level (S+WMS). By using S+WMS, a sentence embedding can also be mapped to a word embedding. For example, “Ram
is having a lot of fun.” maps to “enjoy”. It can also be used as a reward function in reinforcement learning to train a
generative model.

BLANC [195]. BLANC evaluate the candidate summary without using any human reference summary. There are
two versions of BLANC viz BLANC-help and BLANC-tune. The former identifies how well the generated summary
help to reconstruct the masked tokens when passed to a model with input documents, whereas, the latter tune the
model with the summary. This way, they compute the difference in accuracies achieved between finetuning and without
finetuning the model. 𝐵𝐿𝐴𝑁𝐶ℎ𝑒𝑙𝑝 = 𝐴𝑠 −𝐴𝑓 =

𝑆01−𝑆10
𝑆𝑡𝑜𝑡𝑎𝑙

, where, 𝐴𝑠 and 𝐴𝑓 signifies accuracies with summary and filler
respectively. In 𝑆𝑖 𝑗 , i signifies filler while j signifies summary and 0 or 1 signifies their successful and unsuccessful
unmasking. Hence, 𝑆01 represent count of successful summary, 𝑆10 represent count of successful fillers, and 𝑆𝑡𝑜𝑡𝑎𝑙 is
summation of 𝑆00, 𝑆01, 𝑆10, 𝑆11.

BERTScore [220]. BERTScore solves the pitfalls of previously used metrics by computing the semantic similarity
between the sentences using contextual embeddings to capture the distant dependencies between the terms. The
contextual embeddings produce different vector representations for the same word depending on its neighboring words.
The primary model used is WordPiece BERT [39] that handles the unknown words by splitting them into the known
sequence of characters.
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SUPERT (SUmmarization evaluation with Pseudo references and bERT) [58]. SUPERT is an unsupervisedmulti-document
summarization evaluation metrics that uses BERT and SBERT to measure the semantic similarity between the input
and generated summaries. The workflow involves two steps viz (a) building a pseudo reference summary from the
input documents and (b) measuring the semantic similarity between the pseudo reference summary and the generated
summary. Instead of cosine similarity, SUPERT uses WMD as soft word alignments. The authors have used simple and
graph-based heuristics to generate pseudo summaries. The SUPERT scores can also be used as a reward to train RL
based summarizers.

Anchored ROUGE [200]. We have observed how source documents and reference summaries separately play their
role in evaluating the previous evaluation metrics. ‘Anchored ROUGE’ uses source documents along with reference
summaries to evaluate the generated summary. It solves the problem of the ROUGE metric, where it suffers from
the hard matching of tokens. It is named so because it anchors certain lexical items from the source to the summary.
This utilization of the anchor set acts as a weightage to focus more on the links referred from source documents.

ROUGE-anchored =

∑
𝑟𝑒𝑓 ∈𝑅𝑒𝑓 𝑆𝑢𝑚𝑚

∑
𝑑∈C𝑟𝑒𝑓 min(𝑇 (𝑑,𝑝𝑒𝑒𝑟 ),𝑇 (𝑑,𝑟𝑒 𝑓 ) )∑

𝑟𝑒𝑓 ∈𝑅𝑒𝑓 𝑆𝑢𝑚𝑚

∑
𝑑∈C𝑟𝑒𝑓 𝑇 (𝑑,𝑟𝑒 𝑓 ) where, 𝑅𝑒 𝑓 𝑆𝑢𝑚𝑚 represents collection of human

reference summaries, 𝐶𝑟𝑒 𝑓 represents the anchored set, 𝑇 (𝑑, 𝑟𝑒 𝑓 ) represent the count of summary particles between
the anchored set and the reference summary.

QAEval [38]. The previously discussed metrics have not included any questionnaire while evaluating the summary.
‘QAEval’ evaluates the content quality of the summary using question-answering (QA) pairs. The information given in
the reference summary is molded into QA pairs, and the generated summary is evaluated with these QA pairs. Although
its objective is similar to QMDS, it primarily focuses on nouns as answers which is insufficient to compute the complete
information. It follows predicate-argument relations, so it is incapable for evaluating those sentences that do not have
such relations.

Most metrics mentioned above only evaluate the summary based on the reference summary, which makes the
evaluation biased. However, for evaluating the QMDS summary, one must also consider the source documents. This
way, we can evaluate how well the generated summary answers the query based on the information given in the source
documents. Hence, the metrics as mentioned earlier are not well-suited for QMDS tasks. They cannot evaluate the
summaries based on their query-relevance, conciseness, factual correction, temporal relation and non-redundancy. Also,
applying MDS metrics would not be favorable as it requires query-focused reference summaries, which are not widely
available for QMDS tasks. Considering the above factors, there exists a research gap for query-focused summarization
evaluation metrics independent of human-reference summaries.

5 DATASETS

There are plenty of datasets available for SDS (CNN/Daily News dataset, Debatepedia [65]), and MDS (MDSWriter
[131], Multi-News [47], auto-hMDS [231], WCEP [61], Multi-XScience [124]). However, only a handful of datasets are
available for QMDS. In this section, we provide a brief description of these benchmark QMDS datasets. Out of these,
we have used the seven most widely used QMDS datasets in our comparative study to get an overall idea of different
methods in QMDS. Table 3 shows the dataset statistics, where each column signifies their average values.
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Table 3. Benchmark Dataset Statistics

Datasets #Topics #Docs per topic #Sentences #Queries
Summary Length

(#words) #Gold Summaries Availability

DUC-2005 50 32 45,931 50 250 4 On request
DUC-2006 50 25 34,560 50 250 4 On request
DUC-2007 45 25 24,282 45 250 6 On request
TAC-2008 96 10 23,193 96 100 4 On request
TAC-2009 88 10 22,128 88 100 4 On request
TAC-2010 92 10 22,360 92 100 4 On request
TD-QFS 4 185 6152 10 250 4 Public
QMSum 7.8 232 2104194 (approx.) 7.8 69.6 1 Public
AQUAMUSE - 6 66.4 (per input doc) 5,519 105.9 1 Public

QMDSCNN - (6.5/6.5/6.5)
(Train/Val/Test) - (287,113/13,368/11,490)

(Train/Val/Test) 250 1 On request

QMDSIR - (5.8/5.4/5.5)
(Train/Val/Test) - (82,076/10,259/10,260)

(Train/Val/Test) 250 1 On request

Document Understanding Conference (DUC) and Text Analysis Conference (TAC). National Institute of Standards and
Technology (NIST) has organized DUC2 and TAC3 to conduct different summarization tasks varying from SDS to QFS.
DUC conducted summarization competitions from 2001-2007 and later, in 2008, joined as a summarization track in TAC.
Both datasets contain multiple news articles with queries covering domains such as politics, biographies, disasters, and
others. TAC focused on two summarization types, i.e., update and opinion pilot. In update summarization, the user is
already familiar with the topic, whereas the opinion pilot is an opinion summarization based on blogs. These datasets
also include four human-curated gold standard summaries for evaluation. The task is to generate a 250 words summary
for DUC and 100 words for TAC documents.

Topically Diverse Query Focus Summarization (TD-QFS). TDQFS [7] dataset includes documents related to asthma,
lung cancer, obesity, and Alzheimer’s, along with multiple queries referring to their causes, treatments, and others
respectively. They have a controlled level of topic concentration in the documents. These queries are extracted from
PubMed query logs and are much shorter than DUC queries. Similar to DUC, the task is to generate a 250 words
summary of the input documents based on the given query.

QMSUM [227]. QMSum dataset is a query-based multi-domain meeting summarization dataset that consists of
multiple general and domain-specific queries per document. It consists of meetings from three domains viz product,
academic, and committee. In comparison to the previous datasets, the documents are longer, and the summary length
varies for general (50-150 words) and specific queries (20-100 words).

Automatically Generating Datasets for Query-Based Multi-Document Summarization (AQUAMUSE) [93]. AQUAMUSE
is one of the recent question-answering datasets generated using the Google Natural Questions (NQ) dataset [98]
and Common Crawl corpus [160]. The inputs are matched documents from the Common Crawl corpus, whereas the
query and the summary (long answers) are extracted from the NQ dataset. It provides both extractive and abstractive
summaries for each query.

QMDSCNN and QMDSIR [151]. QMDSCNN is generated by restructuring the SDS dataset (CNN/Daily Mail) and
the other QMDSIR by mining actual web queries from the search logs of Bing. The former has actual summaries with
simulated queries, which makes the query less informative. In contrast, the latter has actual queries with simulated
summaries, which may not contain the complete summary based on input documents.

We have discussed the limitations of existing QMDS datasets in Table 4.
2http://duc.nist.gov/
3http://www.nist.gov/tac/
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Table 4. Limitations of existing QMDS datasets

Dataset Limitation
DUC 2005-2007 1. DUC and TAC dataset suffers from excessive topic concentration. The dataset is designed as if all the sentences are relevant, hence,

model won’t improve much even after filtering the irrelevant words.
2. Dataset is quite smaller in size, hence, cannot be used for training ML and DL models.

TAC 2008-2010

TDQFS 1. The dataset is very small that makes it difficult to train large models.
QMSUM It is multi-domain meeting summarization dataset, instead of multi-document.

AQUAMUSE 1. The input is given as website links out of which many doesn’t exist anymore, that makes it difficult for a user to use it for model building.
2. The dataset set size is not too large to train large DL models.

QMDSCNN It has real summaries with stimulated queries which makes the query less informative.
QMDSIR It has real queries with stimulated summaries which may or may not contain the complete summary based on input documents.

6 COMPARATIVE STUDY

In order to understand how different approaches perform on the same dataset, we experimented with nine methods,
two methods each from first three groups (semantic analysis, classical ML, statistic and matrix decomposition) and one
method each from remaining three groups. Seven evaluation metrics are used to compare the performance. Details of
the experiments and results are presented in this section.

6.1 Comparing methods

Nine algorithms used in the evaluation on eight benchmark datasets (Table 3). The methods are selected based on
higher citations in the group. These are

(1) Valizadeh and Brazdil [194] (VB15) - It is a semantic analysis-based method that uses an ensemble of various
models to perform QMDS. The model utilizes the human gold-standard summaries for creating the training
data. The feature space consists of various query-dependent and independent sentence features.

(2) Lamsiyah et al. [101] (L21) - It is an unsupervised learning-based method that uses contextual word embeddings
to compute the semantic relationships between the words to capture a better meaning of the sentence. In contrast
to the original paper, where authors have used two pre-trained models USE-DAN4 and USE-Transformer5, here,
we have experimented only with USE-DAN.

(3) Ouyang et al. [147] (O11) - It is a classical ML method. Unlike the original approach, where training was
performed only with DUC datasets, we performed training using a combination of DUC and TAC datasets. For
example, to evaluate DUC 2007 dataset, the model is trained on DUC 2005, 2006, and TAC 2008, 2009, 2010.

(4) Kinyanjui et al. [89] (K21) - It is also a classical ML method that consists of hybridization of SVM and DBM
model. We used train-test split of 85:15 in each of the 8 datasets. The original paper only experimented for DUC
2006. In their feature space, they have a feature called temporal dimension (td) that is calculated as the inverse
of the difference between the document published year and year 2000 (assumed by the authors). Since, for DUC
2005, TDQFS and QMSUM, the authors have not provided any value for temporal dimension, so we took that
feature as 0.

(5) Hachey et al. [68] (H06) - This algorithm is based on statistic and matrix decomposition methods. The decom-
position value is decided by calculating variances at different dimensions.

(6) Chali et al. [24] (C17) - This algorithm is also based on statistic and matrix decomposition methods. It uses a
submodular function with sentence compression and merging function.

(7) Cai and Li [19] (CL12) - In this reinforcement-based method, two mutually reinforced algorithms, RDRP, and
RARP are proposed to perform reinforcement during and after propagation. We have explored RDRP and used

4https://tfhub.dev/google/universal-sentence-encoder/4
5https://tfhub.dev/google/universal-sentence-encoder-qa/3
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𝑘-means clustering to identify the theme clusters in our comparative study. The optimal 𝑘-value is calculated
using the elbow method.

(8) Xiong and Ji [207] (XJ16) - It is a graph-based method. In the HDP topic modeling, we consider only the top 20
topics.

(9) Laskar et al. [103] (L22) - It is a learning based method. It uses weakly supervised learning with distant
supervision to generate query focused summaries. For evaluation in DUC (2005, 2006, 2007) dataset, we used
two datasets for training the BERTSUM and the other for testing. In case of TAC (2008, 2009, 2010), we used the
BERTSUM model trained on DUC dataset because both datasets are based on news articles. In case of TDQFS
and QMSUM, we followed the 85:15 ratio for training and testing. We trained them separately because TDQFS
and QMSUM are based on medical and meeting summaries, so their distribution is different from news articles
(DUC and TAC). Due to memory limitations, we fine-tuned the BERTSUM model for 10 epochs with batch size
4. Due to large number of topics in case of TDQFS and QMSUM, we restricted our training to small sample of
topic to meet the memory constraints.

The evaluation metrics used for the comparative study are ROUGE-N measures, BERTScore, BLEU, CHRF, S3,
METEOR, and CIDer. Due to space limitation, we reported only ROUGE F1 and BERTScore F1 values in the comparative
results, although, in our experiments, we calculated all three, including precision and recall scores.

6.2 Results

The major results of our experiments are shown in Figs. 9, 10, 11, and 12. For better understanding, we have represented
some metrics scores in the logarithmic scale whose values are low. Numerical results are available in the supplementary
material.

DUC 2005, 2006, and 2007. Fig. 9 shows the plot for different metrics for various methods on DUC 2005, 2006, and 2007
data sets. It is evident from Fig. 9 that K21 produces superior results compared to any other methods for BERTScore
metrics, while for ROUGE scores, L22 shows the highest results for most of the cases. For example, K21 achieved 0.82111,
0.82528, and 0.82268 BERTScore F1 values for DUC 2005, 2006, and 2007 respectively, which are higher by 6%, 6.5%, and
6.75% than the nearest value of L22 (0.77402, 0.77516, and 0.77064). On the contrary, L22 gets 28%, 32%, and 21% higher
scores than the nearest L21 for DUC 2005 and O11 for DUC 2006 & 2007 in terms of ROUGE-1 values. O11, K21, and
L22 show higher scores than the other methods, except for the DUC 2005’s CHRFPP score, where L21 provided the best
result. One should note that although L21 is classified under semantic analysis-based methods, it is an unsupervised DL
method that uses pre-trained embeddings in its pipeline. However, it performs poorly as compared to L22.

TAC 2008, 2009, and 2010. The bar chart of Fig. 10 shows the scores of different metrics for various methods on TAC
2008, 2009, and 2010 data sets. Scores of L22 are highest compared to any other methods for all ROUGE measures and
CIDER metrics in all three TAC datasets except in TAC 2009, where O11 scored highest in ROUGE-4 and ROUGE-S4. For
example, L22 achieved 0.09417 for the ROUGE-2 F1 value for TAC 2009, which is higher by 64% than the nearest value
of O11 (0.05716). Interestingly, O11 gets 13% higher results than L22 for TAC 2009 ROUGE-4 value. Similar to DUC
results, K21 performed better than others in BERTScores and METEOR, e.g., K21 gets a 5% higher BERTScore F1 score
(0.83312) than the nearest L22 (0.78774) for TAC 2008 dataset. We could observe that analogous to DUC results, TAC
also has comparable performance between the three methods, O11, K21, and L22. This implies how ML and DL-based
methods modeled a better QMDS summarizer than others.
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(b) DUC 2006
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(c) DUC 2007

Fig. 9. Scores of different algorithms for different DUC dataset

TD-QFS. The evaluation results on TD-QFS dataset are shown in Fig. 11. Unlike the previous two data sets, one can
observe that L21 scored highest in almost all the ROUGE scores except for ROUGE-W where L22 scored 162% better F1
(0.13987) than L21(0.05331). Similar to DUC and TAC results, K21 performed better than others in BERTScores and
METEOR, e.g., K21 gets a 4.8% higher BERTScore F1 score (0.82519) than the nearest L22 (0.78734). Unlike DUC and TAC
Manuscript submitted to ACM
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(a) TAC 2008 scores
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(b) TAC 2009 scores
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(c) TAC 2010 scores

Fig. 10. Scores of different algorithms for different TAC dataset

datasets, L21 scored the highest in BLEU, CHRFPP, S3_PYR, S3_RESP, e.g., L21 gets a 42% higher BLEU score (0.14416)
than the nearest K21 (0.10133). This is because the queries are shorter in length than the DUC datasets, and we discussed
before that regression methods use query-dependent features. Hence, K21 slightly performed low in comparison to L21.
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Fig. 11. TD-QFS scores

RO
UG
E_1
_F

RO
UG
E_L
_F

BE
RT
_F

CH
RF
PP

S3
_PY
R

S3
_RE

SP

ME
TE
OR

CID
ER

0.0

0.2

0.4

0.6

0.8

sc
or
e

RO
UG
E_2
_F

RO
UG
E_4
_F

RO
UG
E_W

_F

RO
UG
E_S
4_F

RO
UG
E_S
U4
_F

BL
EU

10−3

10−2

10−1

−c
or

e 
((n

 lo
g)

VB15 L21 O11 K21 H06 C17 CL12 XJ16 L22

Fig. 12. QMSum scores

We have also mentioned earlier that L22 was trained only for small sample of topics which ultimately degraded its
performance.

QMSUM. The evaluation results on QMSUM dataset are shown in Fig. 12. Unlike the previous data sets, one can
observe that K21 scored highest in almost all the metrics except for ROUGE-1, ROUGE-2, ROUGE-L and ROUGE-W F1.
L22 scored 116% higher in ROUGE-W F1 (0.10462) as compared to K21 (0.04835).

One could observe that L22 scored the highest ROUGE-W F1 in all eight datasets. This implies that L22 effectively
adds essential phrases in the final summary. An interesting observation of our study is how DL methods are improving
over time. It is evident from the results of L21, O11, K21, and L22. While L21 produces lower scores than regression-
based methods O11 and K21, L22 shows higher scores for at least six different metrics, including ROUGE-1, ROUGE-2,
ROUGE-4, ROUGE-L, ROUGE-W, and CIDER.

7 CONCLUSION

We presented the first systematic review of the various methods used for Query-focusedMulti-Document Summarization.
We have classified different methodologies into six different groups based on the similarities of their text summarization
Manuscript submitted to ACM
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technique. Along with that, we also discussed the recent developments in MDS. Further, we curated a list of 17 metrics
that are used for evaluating text summarization algorithms.

We reported a detailed comparative study between the six groups classified here over eight QMDS datasets. This
study shows that DL and classical ML methods performed the better than other methodologies developed for QMDS.
Our analysis also reveal that the DL methods are improving over time. Although, we found that the data sets available
for QMDS is highly limited in their size to train large DL models, our analysis highlights that the state-of-the-art DL
based method performs better than other methods. There are many large scale data sets for SDS and MDS; large scale
data set, if developed for QMDS, that can provide further improved results. In-fact larger DL models can be trained
with large size data.

QMDS is still relatively unexplored compared to other variants of text summarization. The study identified following
four major challenges in the research of QMDS.

7.1 Challenges

(1) Unavailability of Large Data Set: The available benchmark datasets such as DUC, TAC, TDQFS, and others
have a relatively minor number of samples for training neural network models. It is crucial to develop high-
quality datasets for QMDS that consist of rich, diversified documents with lower extractive biases.

(2) Solutions Available in Limited Context: The current QMDS datasets mainly consist of documents from the
news (DUC, TAC) and medical (TDQFS) domains. Hence the available literature only provides solutions in the
context of news and medical documents. However, there are other domains where query-based summarization is
required. Such use-cases include answering legal and financial queries, summarizing conversational documents,
and recommendation/review summarization.

(3) Unavailability QMDS Specific EvaluationMetrics: The QMDS evaluation metric should reflect the following
properties - a) evaluation of the cross-document relations between the input and the generated summary, b) a
measure to identify how completely the summary answers the query based on the given input documents, c)
a measure to calculate redundancy of information in the output summary, d) a measure to evaluate fluency,
consistency, a factual correction, and coherency. Although we discussed seventeen evaluation metrics in Section
4 for text summarization, none are explicitly developed for QMDS problems addressing the above four points.
Thus, the unavailability of the correct QMDS evaluation metric makes it quite challenging to measure the
performance of generated summary.

(4) Different type of Queries: The QMDS system should be robust to questions, multi-entity-based queries,
longer queries combining multiple sub-queries, and others. In order to solve such challenges, research is going
on to redesign proxy queries and re-training system components; however, they could be more computationally
efficient and infeasible after model deployment [210]. Hence, we need robust models to handle or redesign such
queries in a generic form for our models to process.

7.2 Future Directions

The literature on semantic analysis in NLP is rich [71, 91, 105, 154, 212]. Many of the recent development therein
could be helpful in QMDS tasks. For example, sentence representations in InferSent [31] that classify encoded vectors
into entailment, contradiction, and neutral can help generate more semantically entailed summaries relating to the
queries. In contrast, SBERT [166], a modified version of BERT with siamese and triplet networks, creates semantically
meaningful fixed-size sentence vectors. SBERT is computationally efficient, enabling it to summarize queries in real-life
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applications. Sent2vec is an unsupervised model for generating sentence embedding vectors, including sentimental
semantics [134]. Sent2vec can be used in massive reviews summarization where query-focused summary with sentiment
analysis is necessary. Textual entailment recognition (TER) [178] checks the direction relationship if one text fragment
can entail the truth of another text fragment. In QMDS, using TER, we can eliminate redundant sentences or expressions
if they entails other text fragments in summary. Explainability is studied in SDS [198] but has yet to be explored
in QMDS. Recent research methods used for explainability in summarizations include attention distribution, source
attribution approach, and others [146]. Future research on QMDS should incorporate such qualitative analysis for their
models. Adversarial perturbations can be utilized to improve model robustness for different tasks. Zhang et al. [221]
experimented with MDS datasets, including DUC2003, DUC2004, and Gigaword. Although there has been substantial
research on adversarial robustness for NLP models, there needs to be more research on the robustness of QMDS models.
Hence, more research is needed to propose new adversarial attacks for QMDS models. Multi-modal systems have
various applications and help combine text with image, video, or audio. Meeting summarizations or news telecasts
could help improvise QMDS as it could take the context from multiple modalities viz visual expressions, voice, and text.
Deep learning models such as ICCN [188], MDREA [218], VisualBERT [112], UNITER [27], and others with a larger
capacity to handle rich modalities in QMDS are needed. Multi-modal QMDS has been largely unexplored and has future
applications.
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NUMERICAL RESULTS

Table 5, 6 and 7 presents numerical results of the scores obtained by the 9 methods on DUC 2005-07, TAC 2008-10,
TD-QFS and QMSUM respectively.
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Table 5. DUC 2005, 2006 and 2007

Dataset Metric VB15 L21 O11 K21 H06 C17 CL12 XJ16 L22

DUC 2005

ROUGE_1_F 0.22165 0.27770 0.27678 0.24827 0.23698 0.25620 0.22974 0.26413 0.35781
ROUGE_2_F 0.02488 0.03932 0.04285 0.02749 0.02642 0.03188 0.01932 0.03628 0.07366
ROUGE_4_F 0.00130 0.00365 0.00418 0.00176 0.00233 0.00241 0.00074 0.00249 0.00345
ROUGE_L_F 0.10675 0.12552 0.13158 0.11967 0.11202 0.12195 0.10959 0.12424 0.16452
ROUGE_W_F 0.03303 0.03872 0.04030 0.03624 0.03476 0.03748 0.03346 0.05443 0.17569
ROUGE_S4_F 0.02991 0.04221 0.04650 0.03421 0.03169 0.03506 0.02679 0.03592 0.04015
ROUGE_SU4_F 0.06215 0.08183 0.08523 0.07021 0.06624 0.07124 0.06096 0.07226 0.07922
BERT_F 0.52452 0.57753 0.55770 0.82111 0.54288 0.56762 0.53519 0.61899 0.77402
BLEU 0.02237 0.05012 0.05198 0.00031 0.03490 0.02508 0.02392 0.02623 0.00000
CHRFPP 0.39856 0.48880 0.48814 0.00057 0.44502 0.41626 0.43397 0.32226 0.00076
S3_PYR 0.24885 0.34913 0.35396 0.26210 0.24789 0.24837 0.18890 0.22837 -0.05225
S3_RESP 0.37870 0.43857 0.44398 0.37961 0.37631 0.37750 0.33914 0.36929 0.22870
METEOR 0.13212 0.17461 0.16414 0.19830 0.14517 0.14311 0.14106 0.13854 0.01435
CIDER 0.12176 0.12001 0.11738 0.11623 0.11174 0.11869 0.11496 0.12237 0.15449

DUC 2006

ROUGE_1_F 0.26386 0.29223 0.29510 0.27339 0.26180 0.28163 0.25240 0.28988 0.39036
ROUGE_2_F 0.03529 0.04446 0.04945 0.03189 0.03369 0.03987 0.02902 0.04570 0.09614
ROUGE_4_F 0.00238 0.00329 0.00541 0.00185 0.00279 0.00304 0.00174 0.00339 0.00628
ROUGE_L_F 0.12085 0.12914 0.13537 0.12338 0.11931 0.12626 0.11483 0.13178 0.17956
ROUGE_W_F 0.03682 0.03943 0.04147 0.03720 0.03649 0.03832 0.03499 0.05800 0.15264
ROUGE_S4_F 0.03922 0.04619 0.05119 0.03682 0.03749 0.04079 0.03356 0.04235 0.05199
ROUGE_SU4_F 0.07702 0.08758 0.09222 0.07662 0.07523 0.07951 0.07040 0.08200 0.09495
BERT_F 0.54285 0.57941 0.55760 0.82528 0.55351 0.56850 0.54169 0.62507 0.77516
BLEU 0.03077 0.04848 0.05353 0.00038 0.03802 0.03025 0.02973 0.02870 0.00000
CHRFPP 0.44173 0.49441 0.49896 0.00057 0.45835 0.44579 0.44984 0.33495 0.00077
S3_PYR 0.31073 0.36611 0.37084 0.29462 0.28196 0.28829 0.23608 0.25828 -0.05236
S3_RESP 0.41492 0.44772 0.45665 0.40264 0.39728 0.39996 0.36613 0.38762 0.22804
METEOR 0.15332 0.17761 0.17039 0.21119 0.15662 0.15497 0.15146 0.14756 0.01235
CIDER 0.11862 0.11524 0.11735 0.11651 0.11274 0.11693 0.11366 0.12147 0.15618

DUC 2007

ROUGE_1_F 0.28581 0.30559 0.31532 0.26444 0.29501 0.29928 0.26180 0.30356 0.39696
ROUGE_2_F 0.04468 0.05682 0.06300 0.03360 0.05028 0.05295 0.03617 0.05561 0.10469
ROUGE_4_F 0.00505 0.00814 0.00897 0.00233 0.00630 0.00616 0.00323 0.00603 0.00818
ROUGE_L_F 0.12918 0.13877 0.14461 0.11289 0.13207 0.13494 0.11871 0.13781 0.18841
ROUGE_W_F 0.03894 0.04269 0.04452 0.03509 0.04086 0.04178 0.03656 0.06101 0.17785
ROUGE_S4_F 0.04672 0.05584 0.06227 0.03272 0.04999 0.04956 0.03665 0.04912 0.05967
ROUGE_SU4_F 0.08698 0.09787 0.10485 0.07172 0.09121 0.09063 0.07458 0.09005 0.10313
BERT_F 0.55085 0.58820 0.57803 0.82268 0.57568 0.58312 0.55358 0.63424 0.77064
BLEU 0.04568 0.06409 0.06816 0.00039 0.05800 0.04362 0.04156 0.03970 0.00000
CHRFPP 0.44593 0.49849 0.50641 0.00053 0.48691 0.45466 0.46339 0.34319 0.00067
S3_PYR 0.32186 0.39857 0.43421 0.30721 0.37018 0.31453 0.28263 0.29319 -0.06231
S3_RESP 0.42485 0.47221 0.49751 0.41081 0.45265 0.41798 0.39743 0.41112 0.22237
METEOR 0.15359 0.18218 0.18204 0.21259 0.17492 0.16703 0.15914 0.15395 0.01319
CIDER 0.11632 0.11585 0.11610 0.10863 0.11015 0.11596 0.10938 0.11607 0.13608
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Table 6. TAC 2008, 2009 and 2010

Dataset Metric VB15 L21 O11 K21 H06 C17 CL12 XJ16 L22

TAC 2008

ROUGE_1_F 0.21153 0.21418 0.21698 0.19890 0.20608 0.21285 0.19681 0.22192 0.30893
ROUGE_2_F 0.03375 0.04472 0.05067 0.02992 0.03807 0.04139 0.03141 0.04776 0.10578
ROUGE_4_F 0.00492 0.00723 0.00972 0.00432 0.00527 0.00598 0.00444 0.00669 0.01088
ROUGE_L_F 0.11172 0.11384 0.12122 0.09904 0.10880 0.11278 0.10271 0.11828 0.17060
ROUGE_W_F 0.05040 0.05499 0.05837 0.04748 0.05223 0.05361 0.04924 0.06905 0.16125
ROUGE_S4_F 0.03047 0.03958 0.04477 0.02824 0.03506 0.03578 0.02973 0.03649 0.04754
ROUGE_SU4_F 0.06119 0.06905 0.07388 0.05705 0.06391 0.06501 0.05795 0.06611 0.07976
BERT_F 0.53697 0.57924 0.56155 0.83312 0.56558 0.57241 0.55163 0.63083 0.78774
BLEU 0.03727 0.04120 0.04555 0.00032 0.03522 0.03311 0.03100 0.02723 0.00001
CHRFPP 0.46279 0.51755 0.51818 0.00060 0.50522 0.47859 0.49439 0.35707 0.00076
S3_PYR 0.40155 0.55910 0.56963 0.43622 0.50689 0.44383 0.45144 0.41298 -0.03394
S3_RESP 0.47928 0.58549 0.59992 0.48104 0.53870 0.49545 0.50167 0.48922 0.23843
METEOR 0.16363 0.20002 0.19506 0.26503 0.19295 0.18814 0.18333 0.17599 0.03187
CIDER 0.12772 0.12756 0.12872 0.12269 0.12256 0.12764 0.12083 0.12943 0.15596

TAC 2009

ROUGE_1_F 0.21740 0.21903 0.22547 0.20411 0.20919 0.21821 0.20480 0.22749 0.31240
ROUGE_2_F 0.03453 0.04795 0.05716 0.02969 0.04112 0.04454 0.03516 0.04854 0.09417
ROUGE_4_F 0.00421 0.00818 0.01141 0.00348 0.00637 0.00671 0.00555 0.00704 0.01009
ROUGE_L_F 0.11643 0.11948 0.12848 0.10267 0.11105 0.11795 0.10686 0.12190 0.16834
ROUGE_W_F 0.05235 0.05748 0.06184 0.04863 0.05321 0.05534 0.05093 0.07040 0.15642
ROUGE_S4_F 0.03312 0.04321 0.05077 0.02896 0.03748 0.03848 0.03384 0.03949 0.04902
ROUGE_SU4_F 0.06440 0.07287 0.08031 0.05850 0.06645 0.06806 0.06268 0.06966 0.08243
BERT_F 0.53635 0.57905 0.56419 0.83066 0.56385 0.57162 0.55484 0.63093 0.78757
BLEU 0.03413 0.04260 0.04957 0.00030 0.03723 0.03385 0.03357 0.02820 0.00001
CHRFPP 0.46065 0.50842 0.51904 0.00059 0.50225 0.47829 0.49594 0.35536 0.00067
S3_PYR 0.39894 0.55273 0.59388 0.45066 0.51326 0.45784 0.46503 0.42120 -0.02612
S3_RESP 0.47572 0.57973 0.61975 0.49631 0.55238 0.50561 0.51382 0.49740 0.24408
METEOR 0.16181 0.19795 0.19901 0.26478 0.19194 0.19025 0.18856 0.17650 0.03143
CIDER 0.12596 0.12823 0.13383 0.11978 0.12272 0.12631 0.12181 0.12667 0.13438

TAC 2010

ROUGE_1_F 0.17478 0.20654 0.20592 0.19420 0.19725 0.20159 0.19447 0.21022 0.29841
ROUGE_2_F 0.02168 0.04026 0.04541 0.02981 0.03484 0.03755 0.03032 0.04089 0.08389
ROUGE_4_F 0.00147 0.00508 0.00670 0.00353 0.00522 0.00489 0.00412 0.00470 0.00679
ROUGE_L_F 0.10147 0.11120 0.11472 0.10167 0.10568 0.10844 0.10119 0.11329 0.15712
ROUGE_W_F 0.04018 0.05318 0.05505 0.04822 0.05055 0.05187 0.04831 0.06466 0.15365
ROUGE_S4_F 0.02023 0.03651 0.03969 0.02877 0.03213 0.03223 0.02908 0.03233 0.03986
ROUGE_SU4_F 0.04664 0.06521 0.06777 0.05671 0.05998 0.06038 0.05697 0.06078 0.07216
BERT_F 0.50294 0.57710 0.54971 0.83201 0.56046 0.56878 0.55169 0.62264 0.78459
BLEU 0.02361 0.03600 0.03821 0.00028 0.03474 0.02711 0.03062 0.02335 0.00001
CHRFPP 0.29412 0.50349 0.49883 0.00062 0.49497 0.40863 0.49101 0.32625 0.00068
S3_PYR 0.15402 0.51564 0.51729 0.42491 0.47480 0.42770 0.43048 0.35678 -0.01971
S3_RESP 0.33783 0.55012 0.56087 0.48252 0.52158 0.48485 0.48718 0.45571 0.24987
METEOR 0.09640 0.19143 0.18296 0.25339 0.18473 0.18211 0.18126 0.16041 0.03269
CIDER 0.14108 0.12700 0.12621 0.12510 0.12218 0.12661 0.12135 0.12866 0.13770

Table 7. TD-QFS and QMSUM

Dataset Metric VB15 L21 O11 K21 H06 C17 CL12 XJ16 L22

TD-QFS

ROUGE_1_F 0.17323 0.34257 0.27424 0.32600 0.26440 0.27273 0.27725 0.27122 0.24086
ROUGE_2_F 0.01507 0.08977 0.05207 0.07139 0.02943 0.05020 0.02764 0.04833 0.05296
ROUGE_4_F 0.00025 0.03635 0.01208 0.01920 0.00557 0.00828 0.00354 0.01100 0.00000
ROUGE_L_F 0.08974 0.15863 0.12965 0.14759 0.11346 0.12892 0.11845 0.12820 0.13286
ROUGE_W_F 0.02568 0.05331 0.04241 0.04810 0.03654 0.04525 0.03668 0.05466 0.13987
ROUGE_S4_F 0.01908 0.08571 0.05381 0.07008 0.03433 0.03964 0.03355 0.04495 0.01811
ROUGE_SU4_F 0.04508 0.12893 0.09086 0.11310 0.07305 0.07789 0.07462 0.08116 0.04248
BERT_F 0.48065 0.60781 0.54051 0.82519 0.57802 0.59291 0.55193 0.62449 0.78734
BLEU 0.00670 0.14416 0.06136 0.10133 0.05212 0.05465 0.03326 0.05719 0.00140
CHRFPP 0.21541 0.54148 0.48310 0.06058 0.47380 0.39623 0.46281 0.32966 0.07044
S3_PYR 0.07011 0.53007 0.35949 0.50726 0.34656 0.31986 0.26437 0.29315 -0.02579
S3_RESP 0.28299 0.60341 0.45004 0.56104 0.42651 0.42348 0.37286 0.42045 0.24627
METEOR 0.06448 0.20446 0.15625 0.28681 0.16617 0.15318 0.14869 0.15011 0.02394
CIDER 0.14806 0.12681 0.12181 0.12225 0.12331 0.12506 0.11848 0.12874 0.14045

QMSUM

ROUGE_1_F 0.06928 0.14408 0.15265 0.15014 0.14280 0.14711 0.15715 0.13875 0.15514
ROUGE_2_F 0.00698 0.01572 0.01756 0.02617 0.01655 0.01812 0.01868 0.01891 0.03074
ROUGE_4_F 0.00022 0.00107 0.00129 0.00310 0.00108 0.00113 0.00103 0.00128 0.00118
ROUGE_L_F 0.04493 0.08284 0.08613 0.09174 0.08290 0.08514 0.08734 0.08414 0.11309
ROUGE_W_F 0.01570 0.04241 0.04399 0.04835 0.04261 0.04435 0.04472 0.05012 0.10462
ROUGE_S4_F 0.00739 0.01807 0.01954 0.02744 0.01848 0.01901 0.02064 0.01870 0.01932
ROUGE_SU4_F 0.01782 0.03940 0.04205 0.04821 0.03952 0.03946 0.04375 0.03846 0.03844
BERT_F 0.70071 0.70349 0.69178 0.79824 0.70252 0.71092 0.71835 0.72839 0.78366
BLEU 0.00491 0.00893 0.00847 0.01242 0.00882 0.00864 0.00972 0.00846 0.00595
CHRFPP 0.05148 0.05425 0.05530 0.06031 0.05469 0.05390 0.05222 0.05355 0.04660
S3_PYR 0.00603 0.27039 0.27207 0.37150 0.29065 0.27123 0.32826 0.21062 -0.06457
S3_RESP 0.25472 0.37698 0.38020 0.44271 0.39147 0.37859 0.40981 0.35352 0.21878
METEOR 0.05738 0.17130 0.17708 0.18976 0.16982 0.17056 0.18607 0.13845 0.01770
CIDER 0.10317 0.10735 0.10995 0.11963 0.10844 0.10679 0.10321 0.10623 0.09183
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