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Abstract

Recent multimodal frameworks often grapple with se-
mantic misalignment and noise, impeding effective integra-
tion of diverse modalities. In order to solve this prob-
lem, this study presents CaMN (Cross-aligned Multimodal
Network), a framework designed to enhance multimodal
understanding through a robust cross-alignment mecha-
nism. Unlike conventional fusion methods, our framework
aligns features extracted from images, text, and graphs via
a tailored loss function, enabling seamless integration and
exploitation of complementary information. Leveraging Ab-
stract Meaning Representation (AMR), we extract intricate
semantic structures from textual data, enriching the multi-
modal representation with contextual depth. Furthermore,
to enhance robustness, we employ a masked autoencoder to
simulate noise-independent feature space. Through com-
prehensive evaluation on the crisisMMD dataset, CaMN
demonstrates superior performance in crisis event classi-
fication tasks, highlighting its potential in advancing multi-
modal understanding across diverse domains. Our code is
available at https://github.com/brillard1/CaMN.

1. Introduction

Crisis event classification from social media content is an
important and challenging problem [ ! 1]. Specifically, when
the information is available in various modality such as text
and images. Although it is clear that multimodal classifi-
cation that uses information from both visual and language
cues can achieve higher efficiency [36], aligning this infor-
mation in the same semantic space is difficult. Ensemble of
unimodels have been used to address this issue [1,15,20,31]
by learning the correlations between modalities.

However, during the fusion of modalities, in these meth-
ods [1, 15,20,31] a modality with less information domi-
nates the other. The issue can be challenging in the cases
where modalities are noisy, a prevalent problem when gath-
ering data from social platforms. For example, images can
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Figure 1. A Twitter example of multimodal disaster event classifi-
cation using VTG (Vision-Text-Graph) model.

be blurry, fragmented, obscured, or can contain various
other types of noise. Hence, this noise not only degrades the
visual quality of the features but also affects the aggrega-
tion with the other modality. Similarly, noisy text can have
an impact in accurately capturing and interpreting complex
semantics and logical relationships present within the text.
In order to deal with the aforementioned challenges, we
propose a novel denoising multimodal framework named as
CaMN (Cross-aligned Multimodal Network). This frame-
work utilizes a semantically enhanced structure derived
from text to improve the integration of different modali-
ties for classifying crisis events. At the core of CaMN lies
a masked denoising autoencoder that closely approximates
the original image’s latent space through improved recon-
struction loss. In addition to understand the logical structure
of sentences in the text, our model integrates the Abstract
Meaning Representation (AMR) [5], a linguistic paradigm
designed to abstractly and structurally convey the essence
of natural language sentences. Proposed VTG (Vision-Text-
Graph) model then extracts features from image, text, and
graph modalities as shown in Figure 1, fusing them via a
modality-wise guided cross-attention module. A new ob-
jective function is designed that facilitates the creation of a
unified latent space where representations from text, image,

5730



and graph coexist seamlessly. The extensive experiments
on crisisMMD [3] dataset demonstrate the superior perfor-
mance of the CaMN compared to existing state-of-the-art
solutions. Also, generalizability of the model tested on the
different domain such as fake news detection. In particular,
we sum up contributions of this study as follows:

* We propose CaMN, a novel denoising based multi-
modal architecture that seamlessly integrates vision,
text, and graph representation through a proposed
guided cross attention mechanism. Noise-independent
feature space has been generated by a Masked Autoen-
coder for visual data and Abstract Meaning Represen-
tation for complex linguistic relationships.

* We design a new objective function to align modalities
within a unified semantic space, thereby improving the
model’s coherence for better classification.

* Our model demonstrates superior performance on
the publicly available dataset, outperforming existing
state-of-the-art methodologies in terms of various eval-
uation metrics.

* We provide a thorough analysis of our model’s perfor-
mance, offering insights into how different modalities
interact and contribute to the decision-making process
in crisis event and fake news domain.

2. Related Works

The related work is categorized into three parts. First, we
discuss multimodal methodologies that integrate different
modalities in the latter part of the model. We highlight the
challenges faced by these methods to align semantic spaces.
Then we review the literature on how various models man-
age noise in images and the challenges they face. Finally, an
exploration of how complex relationships can be effectively
extracted from text using the Abstract Meaning Represen-
tation (AMR) graph is discussed.

Multimodal learning is used to integrate information
from different modalities into a single representation, en-
riching data representation and allowing more reliable pre-
dictions. Recent works such as image-text matching [33],
sarcasm detection in memes [6], emergency response [2,20]
and many more take advantage of diverse information avail-
able in both image and text forms. Integration of different
modalities can be broadly categorized in three approaches:
high-level, intermediate, and low-level feature fusion. In
the first strategy, independent deep neural networks gener-
ate high-level features for each modality [17,21]. Fusion
occurs at the model’s final layers using aggregation meth-
ods such as summation [26], tensor fusion [42], etc. Wang
et al. [38] proposed an event detection model that combines
low and high-level features to capitalize on their respective

advantages, while a community-based unsupervised event
detection model [18] is proposed that forms the interac-
tion graph over the text modality and applies community
detection algorithm to find out micro-level events. On the
contrary, intermediate-level feature fusion strategies focus
on fine-grained token features of image and text modality,
such as multimodal BERT [25,29]. Recent models [40, 44]
uses multiple individual modality features layers to create a
strong final representation but these strategies still face lim-
itations in semantically aligning features when information
in the modalities are not coherently aligned with each other.
Image based representation learning has witnessed sig-
nificant advancements, particularly with the advent of
autoencoder-based models. Masked image encoding meth-
ods have garnered considerable attention, offering promis-
ing avenues for robust feature extraction. Pioneering work
by [9] introduced masking as a noise type in Denoising
Autoencoders (DAE), demonstrating its efficacy in learn-
ing representations from corrupted images. Inspired by the
success of masking methods in Natural Language Process-
ing [13], recent approaches have adapted these principles to
image processing tasks. For instance, the iGPT model [8]
by OpenAl operates on sequences of pixels, predicting un-
known pixels to reconstruct images effectively.Similarly,
Vision Transformer (ViT) [14] explores masked patch pre-
diction for self-supervised learning, leveraging transform-
ers for image representation. Alongside Pixel BERT [43]
and VisualBERT [30], these works demonstrate the effec-
tiveness of masking and autoencoder-based approaches in
capturing visual features for diverse downstream tasks.
AMR as introduced by [5], represents relations between
nodes using PropBank, frameset, and sentence vocabular-
ies. It utilizes over a hundred semantic relations, includ-
ing negation, conjunction, command, and wikification. It
aims to represent different sentences with the same semantic
meaning using the same AMR graph. Various NLP fields,
such as summarization [28], event detection [39], question
answering [32], fake news detection [19,21] etc., have ef-
fectively used AMR. Recently, Zhang et al. [43] used AMR
for the identification of out-of-context multimodal misin-
formation in the detection of multimodal discrepancies be-
tween visual and textual data. In order to understand the
importance of semantic relations in disaster event classifi-
cation, we embarked on an exploration of utilizing AMR
for the same. By incorporating AMR, we enhance the ca-
pability of the detection model to identify and analyze the
intricate semantic structures present in text documents.

3. Problem Definition

Given an image and associated textual content, the objec-
tive is to learn the features and categorize it into one of the
predefined crisis event classes. Formally, for a given train-
ing dataset D = {(I;, T, G(Tj), yj)}N where image I,

j=1
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text 7}, and graphical representation of text G(7) repre-
sent a disaster event labeled with y; € C, the aim is to learn
a objective function f such that f : f(I;,T;,G(T})) — y;.
Here, C represents the set of disaster events. The goal is to
improve predictive accuracy by utilizing information from
multiple modalities.

4. Model Overview

Figure 2 shows the proposed CaMN. The input to the
model is the data (1,7, G) and it generates a probability
distribution of labels across various classes of crisis events
using proposed modality-wise guided cross-attention and
cross-alignment loss. Before detailing out the proposed
moadlity-wise guided cross attention in Section 4.4 and
cross-alignment loss in Section 4.5, we outline the noise
independent features extraction used in the architecture be-
low.

4.1. Feature Extraction from Image

This module is pivotal in distilling rich and robust rep-
resentations from input images, effectively capturing their
intrinsic visual characteristics in the form of latent features.
We have used Masked Autoencoder (MAE) [22], a state-
of-the-art model pioneered by Meta’s Fundamental Al Re-
search for the purpose. Built upon the transformer archi-
tecture, MAE excels in learning hierarchical features from
images. At its core, the MAE encoder comprises a series
of transformer blocks, forming the backbone ViT (Vision
Transformer). The input image is masked into patches.
Each transformer block sequentially refines the features ex-
tracted from these patches, thereby encapsulating both local
and global information.

Encoding: The encoding process begins by embedding
image patches into a high-dimensional space, represented
as Zp = PatchEmbed(/) where input images, sized 228,
is divided into patches of size 14. From there, each subse-
quent transformer block Block; iteratively refines the fea-
ture representation. Let us denote Z; as the output of the
i-th transformer block, following the relation:

Z; = Block;(Z;—1), fori=1,2,...,depth (1)

with the final output of the encoder denoted as Z; =
Zi—depth- Increasing the encoder depth, which is set to 32,
enhances its ability to capture both local and global patterns,
allowing it to extract more comprehensive hierarchical fea-
tures from the image patches, as discussed for asymetrical
model design in [22].

Masking: During training, the MAE encoder employs
masking, wherein a fraction of input patches is randomly

masked out. This mechanism compels the model to recon-
struct missing portions of the image from available context,
fostering robust feature learning. With a masking ratio typi-
cally set to 75%, the encoder learns to accommodate partial
observations, mirroring real-world scenarios where com-
plete information may be lacking. Self-supervised learning
underpins the training regime of MAE, harnessing salient
features extracted by the encoder. Reconstructing the orig-
inal image from partial encodings and mask tokens, the
model discerns informative image regions, thereby enrich-
ing the learned representations. This process enables adapt-
ability to noisy or incomplete images, contributing to the
robustness of extracted features.

Fine-tuning: In order to harness the latent features
gleaned by the MAE encoder, a subsequent fine-tuning
phase is imperative. Initially, the encoder is pre-trained on a
varied dataset. Then, fine-tuning orients the encoder for the
specific task, which in our case is crisis events classification.
This process capitalizes on the enriched visual features re-
siding in the latent space, thus enhancing the performance
of classification tasks.

The MAE is built upon asymmetrical design where the
encoder outweighs the decoder in terms of computational
complexity. Given that the decoder demands less than 10%
computation per token compared to the encoder, an alterna-
tive approach could involve utilizing the decoder during the
fine-tuning phase. However, we deduce that the use of the
encoder alone suffices for our intended purpose.

4.2. Feature Extraction from Text

The objective of the text encoder is to generate the rep-
resentation, denoted as Zr, of text content. We use ELEC-
TRA [12] model for the same. The rationale behind select-
ing the ELECTRA is that it is more parameter efficient and
faster to train than other transformer-based models. This is
attributed to its substituted token detection objective and the
generator-discriminator framework. Moreover, through po-
sitional encoding, it effectively captures sequence informa-
tion and possesses robust capabilities in extracting semantic
features.

Given a textual input denoted as T' = {wy, wa, - -+ ,wy },
consisting of a sequence of n tokens related to crisis infor-
mation, were tokenized and fed into the ELECTRA model
to obtain the final layer embedding h* as follows:

Zp = h%; [W%, i, ... h%] = ELECTRA(T) (2)
where, h% represents the ELECTRA embedding for the i-
th token. Zp, representing the embedding of the “[CLS]”
token, is seen as the initial textual representation for 7'
Zp € RVXLXD ‘where N, L, and D denote the batch size,
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Figure 2. The overall architecture of CaMN.

maximum sequence length, and dimension of the feature
vector, respectively.

4.3. Feature Extraction from Graph

The Graph Encoder module leverages Abstract Meaning
Representation (AMR) [5] to encode the semantics of tex-
tual information 7" into a graph structure. This graph en-
coder consists of two fundamental elements spanning from
AMR generation to path-aware graph learning.

4.3.1 AMR Generation

The generation process converts the text into a network of
nodes and edges, capturing the relationships between dif-
ferent entities. AMR generation process involves parsing
the sentences to extract linguistic information, including se-
mantic roles, relations, and core events. For a text T', we
represent the AMR graph as G*™" = (V™" £%M7) where
VT signifies a set of node entities, and £ denotes re-
lation edges. As an illustrative example, consider the sen-
tence: “Irma causing street flooding near intracoastal in
westpalmbeach.” The corresponding AMR graph is pre-
sented below.

(¢ / cause — 01
: arg0 (n / natural — disaster
: name (n2 / name : opl “Irma”))
cargl (f / flood — 01
:argl (s / street)
cargl —of (n3 / near — 02
2 arg2 (it / intracoastal))
: location (1 / local — region
: name (n4 / name : opl / Westpalmbeach))

The AMR graph is a directed acyclic graph that repre-
sents a hierarchical structure with nodes denoting enti-
ties (Irma, intracoastal, Westpalmbeach, etc). Edges
(arg0, argl, name, etc) capture the relationships between
these entities, forming a semantically structured representa-
tion of 7.

4.3.2 Graph Learning with Path Optimization

This module assumes a crucial role in extracting informa-
tive features from the obtained AMR graph. In order to
gain a deeper understanding of textual data, these features
encapsulate critical semantic relationships. The main part
of the module is a Graph Transformer [7], which uses dif-
ferent ways of paying attention to process the graph repre-
sentation. This helps the model think and learn about the
text more effectively.

The graph obtained earlier is sent to the node initializa-
tion and relation encoder to convert the AMR into a format
represented in RNV *L*D’ where D’ is the dimension of the
graph encoding.

To help the model understand specific paths in the graph
from GAME | the relation encoder is used to find the short-
est path between two entities. This sequence representing
the path is then turned into a relation vector using a bi-
directional Gated Recurrent Unit (GRU) based RNN [10].
The mathematical representtaion for the encoding is:

7t = GRUf(?tfla 5pt) %t = GRU9($H1, 5pt)

In this context, sp; represents the shortest path of the re-
lation between the two entities. The last hidden states of
the forward GRU network and the backward GRU networks
are concatenated to form the final relation encoding r;;. To
compute the attention score, 7;; is split into two distinct en-
codings: 7;_,; and r;_,; using a linear layer and the param-
eter matrix W,..

rij = [Dni Pols [FisjiTjo] = Wiri

After that, the attention scores are computed on both the
entity and relation representation present in G4 % and then
Graph Transformer (GT) encodes the AMR representations
GAME 45 follows:

ZG _ GT(QAMR) € RNXLXD/ (3)

Where Zg represents the final graph embedding ob-
tained from the Graph Transformer, and D’ is the dimension
of the feature vector.
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4.4. Modality wise Guided Cross Attention-based
Fusion

Once we obtain the individual feature maps for the im-
age (Zy), text (Zr), and graph (Z¢), we implement guided
cross-attention across all modalities. This is done to mini-
mize semantic inconsistencies during training that can ad-
versely impact the overall performance of the network. To
achieve this, we formed the guided cross-attention module
for the image, text, and graph modalities as described be-

low:
3 4y \/7

In this context, ), K, and V represent the query, key, and
value respectively, while V/d serves as a normalization fac-
tor. The new representations Zj, Zr, and Z¢ are then de-
rived as follows:

Z; = Attn(Z;), Zr = Attn(Z7),
Zq = Attn(2g)

®)

Now, project new representation of image Z;, text Z7, and
graph Z¢ into a fixed dimensionality K in following man-
ner:

Z ZF(WITZ-H?I), ZNT:F(WTT?T‘FZ)T>7
Zg=F (WhZcs +be)
(6)

where I’ represents an activation function such as ReLU
and Z I, Z}, and Z~G are of dimension K and K is fixed to
100.

In order to apply attention across modalities, attention
masks on Z;, Z7, and Z are calculated as follows:

oz =0 (W 2 40)) 0z =0 (W] Z5+0)).
azy, =0 (W Z1+bp) 0z, =0 (W) 26 + ),

OzZgr =0 (WéTZ + b/(;) yXZop = O (WéT?T + b/G)
@)

where o denotes the Sigmoid function. The attention mask
oz, for the image relies entirely on the text embedding
Zr, while the attention mask oz, for the image depends
solely on the graph embedding Z;. Similar relationships
can be derived for the other modalities. Once we obtain the
attention masks for the image, text, and graph, we enhance
the projected image, text, and graph embeddings Z1, Zr,
and Z¢ by performing element-wise multiplication as fol-
lows:

0z, 21,0z, 21, Qzp 27,0z, - 2T,

®)

aZGI : ZG7 aZGT : ZG

Last phase of this module involves processing the combined
embedding, which represents the image, text, and graph
pair, through a fully-connected network. The classification
is then performed using the proposed cross-alignment loss
method described in the following section.

Z = Concat([az,, ~2,;I7agm ~ZI,aZTI 'Z~T, ©

aZTG : ZTaaZGI : ZG7aZGT : ZGD

4.5. Cross-Alignment Loss

The aggregate Loss (Lytq; ) used in the model is summa-
tion of Cross-Alignment Loss (L¢41) and Cross-Entropy
loss (L¢g).

The Cross-Alignment Loss L 41, is computed as the av-
erage cosine embedding loss across all modality pairs (p) of
attention masks (az,) and linear projections (éi):

1 P az. - Z~
Loar = - - —= (10)
where p = %, M denotes number of modalities used

as an input for the model and M is 3 in our case.
Second, L¢ g is calculated by using the softmax proba-
bilities passed through fully connected layer:

f(2) = softmax(FC(Z)) € ]RNX",ypred = argmaz(f(Z2))
(11)

where n is the total number of crisis event classes.

N
Lop == Yy log(f(2),) (12)
i=1
By combining Lo 41, with Lo g, the overall loss function
is formulated as:

Liotat = M - Loar + X2 - Lok (13)

The Lcar serves as a regularization term, encourag-
ing alignment and integration of features across modalities.
This loss term measures the cosine distance between the at-
tention mask and linear projection vectors, representing the
degree of alignment between modalities. Ideally, for a bet-
ter prediction, the attention masks (az, terms) and linear
projections (Z; terms) should align closely, ensuring that
relevant features from each modality contribute effectively
to the prediction task. Deviations from this ideal alignment
are penalized by L¢ 41, encouraging the model to learn co-
hesive representations.

The overall loss function is formulated as a weighted
combination of L¢ a7, and L¢ g, where hyperparameters \q
and Ao control the relative importance of each loss term.
By balancing both contributions, the model optimizes both
prediction accuracy and multimodal alignment, thereby en-
hancing its performance across a range of tasks.
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Table 1. Comparative analysis of Setting A and B presented in the terms of Accuracy (Acc)%, Macro Fl-score (M-F1)%, Weighted
F1-score (W-F1)% and Multi-task Model Strength (MTMS)%.

Task 1 Task 2 Task 3
Method Acc  M-FI W-FI Acc  M-FI W-FI Acc  M-FI W-FI MTMS
Setting A
DenseNet [23] 816 791 812 834 605 870 629 523  66.1 76.9
MAE [22] 849 821 846 893 642 893 674 552 67.1 81.9
ELECTRA [12] 858 829 853 87.1 594 864 602 473 574 787
MMBT [25] 864 853 862 887 649 896 701 592 687 827
GMU [4] 872 846 857 887 643  89.1 706 571 682 82.9
VIIT [27] 876 851 880 867 612 872 676 584 650 81.2
CentralNet [37] 878 853  86.1 893 647 89.8 711 574 687 83.5
CBGP [26] 88.1 867 873 847 651 887 679 507 646 80.3
VisualBERT [30]  88.1 867 886 875 647  86.1 663 3567 621 81.3
VILBERT [34] 884 865 887 882 651 866 659 563 618 81.6
TinyCLIP [41] 842 811 837 867 59.5 864 648 412 560 79.6
PixelBERT [24] 887 864 87.1 89.1 665 889 652 573 637 81.8
Cross-attention [1]  88.4 87.6  88.7 900 678 902 729 60.1 697 84.5
UniS-MMC [44] 909 89.6 902 887 681 886 707 581  69.5 83.7
CaMN(Ours) 928 913 927 924 675 922 732 607 711 86.7
Setting B
DenseNet [23] 844 828 846 748 607 799 - - - 775
MAE [22] 867 842 864 771 625 823 - - - 79.8
ELECTRA [12] 833 805 822 81.8 57.6 8l.1 . - - 822
Cross Attention [1] _ 85.6 823 8438 893 634 898 - - - 882
UniS-MMC [44] 863 847 863 84.1 665 84.1 - - - 84.7
CaMN(ours) 876 852 873 904 667 90.1 . - - 89.6

5. Experiments and Results

In order to evaluate the efficacy of CaMN, extensive ex-
periments are conducted using the CrisisMMD dataset [3].
This section presents an overview of the results and ablation
study. The detailed experimental setup and dataset settings
are available in supplementary document.

5.1. Results

We assess our proposed methodology against multiple
state-of-the-art approaches, both unimodal and multimodal.
Specifically, we compare our method to unimodal networks
like DenseNet and MAE for images, and the language based
model such as ELECTRA for textual analysis, across a
range of tasks. Additionally, we consider a second cat-
egory comprising existing image-text multimodal classifi-
cation methods referenced in several studies [1, 4, 16, 20,

,30,37]. Some of these methods [1,30,37,44] focus
on multimodal fusion utilizing global features derived from
each modality’s backbone, while some apply compact bi-
linear pooling for fusion [16,26]. Recently, CrisisKAN [20]
uses external knowledge to do the crisis event classification.
Because of external knowledge limitation, we have not in-
cluded CrisisKAN in our comparative study. Quantitative
results for the mentioned baselines are provided in Table |
for two different settings, Setting A and Setting B. Our eval-
uation within the present dataset configuration, measures
the effectiveness of each method.

According to Table 1, all multimodal methods outper-

form the unimodal models, highlighting the advantage of
multimodal learning. Notably, our CaMN model shows
an improvement of approximately 4-7% in Task 1, 3-8%
in Task 2, and 1-8% in Task 3 under Setting A compared
to multimodal baselines. Our model’s Multi-Task Model
Strength (MTMYS) is also quantified across the three tasks,
achieving a high score of 86.7%. It is also evident that
MAE outperforms the Densenet unimodal, demonstrating
that MAE generates a better feature representation.

Further insights from Table 1 under Setting B, where im-
age and text pairs are inconsistently labeled for the same
event, indicate that CaMN outperforms both unimodal and
multimodal baselines. These findings confirm that our
model effectively integrates textual, visual, and graphical
features, making it a robust solution for diverse learning en-
vironments.

5.2. Ablation Study

For subsequent experiments using the CaMN model, we
have conducted analyses on both Task 1 and 2 for the Set-
ting A. The following subsections will provide detailed de-
scriptions of each study.

5.2.1 Effect of different noises on model

To comprehensively assess the resilience of our model
against various types of noise, we used three distinct noise
patterns such as Uniform, Gaussian, and Masked into the
dataset. Specifically, we modified the original images by
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incorporating Uniform noise (set at level 80), Gaussian
noise (with kernel size 15 and sigma equals to 5), and 50%
Masked noise. Our experiments involved testing the CaMN
model alongside various established unimodal and multi-
modal techniques to gauge its performance. For this com-
parative analysis, we selected the Cross-attention [1] and
UniS-MMC [44] models, which are recognized for its su-
perior performance in multimodal networks, particularly in
terms of accuracy and Fl-score, as presented in Table 1.
According to the results presented in Table 2, it is clear
that the CaMN model significantly outperforms other mod-
els on Tasks 1 and 2, demonstrating a notable margin of
improvement. Further observation revealed that the MAE
model yielded results that were on par with those of other
multimodal networks. This finding supports the hypothesis
that the masking-based encoder effectively shapes the la-
tent representation, thereby enhancing the model’s robust-
ness. This enhanced representation likely contributes to the
model’s improved ability to handle diverse and challenging
noise conditions.

Table 2. Effect of model’s robustness on different noises.

various noise conditions, Figure 3 presents curated samples
from disaster events along with their corresponding noise-
modified versions. Each disaster case highlights instances
where at least two noise conditions led to misclassifications
by previous state-of-the-art models. For example, in the Sri
Lanka Floods case, an image of a flood scene, which typ-
ically shows clear water levels and debris, is subjected to
Gaussian noise, significantly blurring the details and lead-
ing to misclassification by other models. In contrast, CaMN
maintains high accuracy by effectively leveraging its noise-
independent feature space to recognize key visual elements.
Similarly, the California Wildfires case, featuring a wildfire,
demonstrates CaMN’s ability to discern the fire’s edge and
smoke density despite heavy masking noise, where other
models fail. These case studies highlight the model’s effec-
tive denoising ability to interpret critical features under ad-
verse conditions, substantiating its enhanced performance
across varied disaster scenarios and noise types.

5.2.2 Effect of \; and \> on model

In order to calculate the total loss, L, in our model
CaMN, we calculate it as a weighted sum of two component
losses: Lcar (cross-alignemnt loss) and L¢g (cross-entropy
loss). The weights for these losses are denoted by A\; and

Model Uniform Gaussian Masked
Acc  W-FI  Acc W-FI Acc W-FI
Task 1
DenseNet [23] 77.6 782 719 784 745 739
MAE [22] 849 849 829 82.8 79.6 79.5
Cross-attention [1]  84.9 84.6 847 84.5 83.6 835
UniS-MMC [44] 86.4 86.3 87.1 86.8 874 873
CaMN (ours) 909 908 914 915 903 90.1
Task 2
DenseNet [23] 79.3 804 715 778 763 772
MAE [22] 87.1 879 84.5 85.1 793 78.8
Cross-attention [1]  86.1 86.8 852 84.8 832 834
UniS-MMC [44] 87.2 86.9 86.9 86.5 854 853
CaMN (ours) 90.3 91.3 894 899 90.2 89.8

Ao, respectively.
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Figure 3. Curated samples and their noise correspondences for
each disaster case. Here atleast two noise samples get misclassi-
fied by previous state-of-the-art.

To further elucidate the robustness of the model under

Figure 4. Hyper-parameter tuning of A; and As.

In order to identify the most effective combination of
these weights, we conducted a series of experiments on the
CaMN model, varying A\; and Ay from 0.0 to 0.8. The
results, depicted in Figure 4, show that the graph follows
a bell-shaped curve and optimal performance is achieved
when A\; = 0.4 and Ay = 0.6. This specific combination
of A1 and )\, leads to the best balance between the cross-
alignment and the cross-entropy losses, enhancing CaMN’s
overall performance.

5.2.3 Interpreting cross-alignment

We calculate attention weights for the curated samples, in
the original setup to understand the decision-making pro-
cess. The attention map scores depicted in Figure 5 provide
insight into the interplay of attention scores across different
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Table 3. Comparison on different CaMN variants.

CaMN Task 1 Task 2 Task 3 MTMS

IE TE GE Acc M-FI W-FI Acc M-FI W-FI Acc M-FI W-FI

v X X 849 82.1 84.6 89.3 64.2 89.3 674 552 67.1 81.9
X v X 85.8 829 85.3 87.1 594 86.4 60.2 473 57.4 78.7
X X v 86.2 845 86.8 89.5 64.7 89.1 68.6 57.8 67.9 82.6
v 7/ X 889 879 89.1 90.5 659 90.4 726 594 69.3 84.8
X v v 89.6 88.5 89.2 91.1 664 90.9 7277 599 69.1 85.3
X v 91.2  90.6 90.9 91.8 66.9 91.7 73.0 604 70.6 86.1
v 7/ v 928 913 92.7 924 675 92.2 732 60.7 71.1 86.7

modality pairs within CaMN, highlighting the effectiveness
of our cross-modal feature alignment. In the figure, Text-
Image pair values range from 0-200, Text-AMR values are
depicted from 200-400 and remaining represents the Image-
AMR pair.

Text-Image | Text-AMR | Image-AMR

|ML\ e
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Figure 5. Projected attention weights for the curated samples.

The Image-AMR pair achieves the highest attention
scores, indicating a robust integration of visual features
from MAE with semantic structures extracted from the
AMR via the graph transformer.

5.24 Comparison on CaMN Variants

We conducted experiments with our model CaMN by ex-
cluding or including difference encoders such as Image En-
coder (IE), Text Encoder (TE), and Graph Encoder (GE).
Our findings from Table 3 indicate that image and graph en-
coder pair to be more effective than other pairs. The choice
of text and image only model produces lower accurate re-
sults due to presence of noise in individual modality. Once
we integrate all the encoders into our final model, there is a
enhancement of 1-2% over the image and graph pair model.

5.2.5 Generalisation study on CaMN

In order to generalize our methodology, we test our model’s
reliability on different domains such as Fake News Detec-
tion. For the experiment, we use Fakeddit dataset [35] for
the binary classification task. The dataset settings is a bi-
nary classification module where 342 true and 464 fake in-
stances are randomly sampled from the multimodal data.
The results from Table 4 shows that CaMN outperforms
other models in terms of accuracy and F1-score with an im-
provement over 3-4%.

Table 4. Evaluation scores on Fakeddit dataset.

Model Acc M-F1I W-F1
VisualBERT [30] 769 74.7 76.2
VIiLBERT [34] 77.1 743 76.1
TinyCLIP [37] 75.8 739 74.8
Cross-attention [1] 77.5 76.3 77.2
UniS-MMC [44] 783 779 78.1
CaMN (ours) 82.8 79.6 81.7

6. Conclusion

In our research, we introduce CaMN, a novel Cross-
Aligned Multimodal Network. Leveraging a masking
mechanism-based encoder, this network effectively filters
noise from images and improves reconstruction quality. To
capture the semantic essence of text, we employ abstract
meaning representation. Additionally, to enhance commu-
nication across diverse modalities and filter out irrelevant
or misleading data, we introduce a guided cross-attention
module. This module significantly reduces the semantic gap
between modalities, allowing for selective fusion of valu-
able information across all modalities. This research pro-
poses a classification loss which is the weighted summa-
tion of cross-alignment loss and cross entropy loss. Cross-
alignment loss works as a regularization term which aligns
features across different modalities to enhance consistency.
The methodology can be further improved by integrating
lengthy textual inputs into the designed model. Moreover,
an explainability module can be integrated for visualization.
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